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Preface

This book is intended primarily for use by students of
medicine, physical therapy, and psychology—that is,
for use in neuroscience or neuroanatomy courses by
students who need knowledge of the nervous system as
a basis for later clinical study and practice. This fourth
edition has been thoroughly revised and renewed. In
addition to the updated and rewritten text, all figures
have been redrawn and printed in full color to improve
their impact, and many new ones have been added. The
number of chapters has been increased to facilitate
reading and grasp of the material. Further, each chapter
begins with a short overview, setting the stage for what
to come and emphasizing salient points.

My intentions remain the same as those of my father,
Alf Brodal, when he wrote the Norwegian forerunner
of this book more than 60 years ago: to stimulate under-
standing rather than memorization of isolated facts,
while at the same time fostering a realistic attitude
toward our still-limited ability to explain the marvels of
the human brain.

The book aims to present the difficult subject of neu-
roscience so that those approaching it for the first time
can understand it. Therefore, many details are left out
that might be of great interest to the specialist but
would merely obscure the essentials for the beginner.
Everyday experiences and clinical examples are inte-
grated throughout the text to help students link the new
material with their prior knowledge and future profes-
sion. The nervous system, however, is exceedingly com-
plex, both structurally and functionally, and much
remains to be learned before we can answer many fun-
damental questions. Thus, while an undergraduate
course can provide only partial insights, no one is served
by a presentation that avoids controversial issues and
areas of ignorance. Indeed, pointing out what we do
not know is sometimes better than presenting an over-
simplified version. For this reason I have also discussed
how the data were obtained and the limitations inher-
ent in the various methods.

The main challenge—for both the student and the
scientist—is to understand how the nervous system
solves its multifarious tasks. This requires an integrated
approach, drawing on data from all fields of neurobiol-
ogy, as well as from psychology and clinical research.

Textbooks sharing this goal nevertheless differ mark-
edly in how they present the material and where they
put the emphasis. Perhaps because my own field of
research is the wiring patterns of the brain, I strongly
feel that knowledge of how the nervous system is
built—in particular, how the various parts are intercon-
nected to form functional systems—is a prerequisite for
proper understanding of data from other fields. A fair
knowledge of brain anatomy is especially important for
sound interpretations of the symptoms of brain disease.
Textbooks of neuroanatomy often overwhelm the
reader with details that are not strictly relevant for
either functional analysis or clinical thinking. Neither
does a strong emphasis on cellular mechanisms at the
expense of the properties of neural systems seem the
right choice if the aim is to help readers understand how
the brain performs its tasks and how the site of a disease
process relates to a patient’s symptoms. Therefore, nei-
ther anatomical nor cellular and molecular details are
included in this book if they cannot in some way be
related to function. My hope is that the book presents a
balance of cellular and neural systems material that is
right for students.

In-depth sections and more advanced clinical mate-
rial are clearly marked so that they should not disturb
reading of the main text. Because the needs of readers
differ, however, they are encouraged to read selectively
and pick the material they find most relevant and inter-
esting from their perspective, regardless of whether it is
placed in the main text or in boxes. The frequent sub-
headings should facilitate such selective reading.

During the preparation of the former and the present
editions, I have received help from several colleagues,
for which Tam truly grateful. Jan Bjaalie, Niels Christian
Danbolt, Paul Heggelund, Jan Jansen, Harald Kryvi,
Kirsten Osen, Ole Petter Ottersen, Eric Rinvik, and Jon
Storm-Mathisen have all provided constructive criti-
cism and advice. I also gratefully acknowledge the
expert help of Gunnar Lothe and Carina Knudsen, who
produced the photographic work.

Per Brodal, MD, PhD
Oslo, Norway
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Introduction

A BIRD’S EYE VIEW OF THE NERVOUS SYSTEM

What are the main tasks of the nervous system? This
question is not easily answered—our brains represent
most of what we associate with being a human. At a
superior level, the brain creates our reality: it selects,
sorts, and interprets the overwhelming amount of infor-
mation we receive from our bodies and the environment,
and it controls behavior in accordance with its interpre-
tations of reality. This control concerns behavior in a
wide sense: one aspect is control and maintenance of the
body and its inner milieu; another is our interaction with
our surroundings and other human beings through
actions and speech. A third aspect is our inner, subjec-
tive, mental reality that others can only partially know.
In early childhood, the brain must create order and pre-
dictability so that we learn to relate successfully to our-
selves and our environment.

The essential building block of the nervous system is
the neuron (nerve cell), specialized for rapid conveyance
of signals over long distances and in a very precise
manner. Together, billions of neurons in the brain form
complicated and highly organized networks for com-
munication and information processing.

The nervous system receives a wealth of information
from an individual’s surroundings and body. From all
this information, it extracts the essentials, stores what
may be needed later, and emits a command to muscles
or glands if an answer is appropriate. Sometimes the
answer comes within milliseconds, as a reflex or auto-
matic response. At other times it may take considerably
longer, requiring cooperation among many parts of the
brain and involving conscious processes. In any case,
the main task of the nervous system is to ensure that the
organism adapts optimally to the environment.

The nervous system is equipped with sense organs,
receptors, that react to various forms of sensory infor-
mation or stimuli. Regardless of the mode of stimula-
tion (the form of energy), the receptors “translate” the
energy of the stimulus to the language spoken by the
nervous system, that is, nerve impulses. These are tiny
electric discharges rapidly conducted along the nerve
processes. In this way signals are conveyed from the
receptors to the regions of the nervous system where
information processing takes place.

The nervous system can elicit an external response
only by acting on effectors, which are either muscles or
glands. The response is either movement or secretion.
Obviously, muscle contraction can have various expres-
sions, from communication through speech, facial
expression, and bodily posture to walking and running,
respiratory movements, and changes of blood pressure.
But one should bear in mind that the nervous system
can only act on muscles and glands to express its “will.”
Conversely, if we are to judge the activity going on in
the brain of another being, we have only the expres-
sions produced by muscle contraction and secretion to
go by.

On an anatomic basis we can divide the nervous
system into the central nervous system (CNS), consist-
ing of the brain and the spinal cord, and the peripheral
nervous system (PNS), which connects the CNS with
the receptors and the effectors. Although without sharp
transitions, the PNS and the CNS can be subdivided
into parts that are concerned primarily with the regula-
tion of visceral organs and the internal milieu, and parts
that are concerned mainly with the more or less con-
scious adaptation to the external world. The first divi-
sion is called the autonomic or visceral nervous system;
the second is usually called the somatic nervous system.
The second division, also called the cerebrospinal ner-
vous system, receives information from sense organs
capturing events in our surroundings (vision, hearing,
receptors in the skin) and controls the activity of volun-
tary muscles (made up of cross-striated skeletal muscle
cells). In contrast, the autonomic nervous system controls
the activity of involuntary muscles (smooth muscle and
heart muscle cells) and gland cells. The autonomic
system may be further subdivided into the sympathetic
system, which is mainly concerned with mobilizing the
resources of the body when demands are increased (as
in emergencies), and the parasympathetic system, which
is devoted more to the daily maintenance of the body.

The behavior of a vertebrate with a small and—
comparatively speaking—simple brain (such as a frog)
is dominated by fairly fixed relationships between stim-
uli and their response. Thus, a stimulus, produced for
example by a small object in the visual field, elicits a
stereotyped pattern of goal-directed movements. Few
neurons are intercalated between the sense organ and
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the effector, with correspondingly limited scope of
response adaptation. Much of the behavior of the ani-
mal is therefore instinctive and automatic, and not
subject to significant change by learning. In mammals
with relatively small brains compared with their body
weights (such as rodents) a large part of their brain is
devoted to fairly direct sensorimotor transformations.
In primates, the relative brain weight has increased dra-
matically during some million years of evolution. This
increase is most marked in humans with relative brain
weight double that of the chimpanzee. In humans, there
are few fixed relationships between sensations and
behavior (apart from a number of vital reflexes). Thus,
a certain stimulus may cause different responses depend-
ing on its context and the antecedents. Consequently,
we often can choose among several responses, and the
response can be changed on the basis of experience.
Such flexibility requires, however, increased “computa-
tional power” in terms of number of neurons available
for specific tasks. The more an animal organizes its
activities on the basis of previous experience, and the
more it is freed from the dominance of immediate sen-
sations, the more complex are the processes required of
the central nervous system. The behavior of humans can-
not be understood merely on the basis of what happened
immediately before. The British neuropsychologist Larry
Weiskrantz (1992) puts it this way: “We are controlled
by predicted consequences of our behavior as much as
by the immediate antecedents. We are goal-directed
creatures.”

The higher processes of integration and association—
that is, what we call mental processes—are first and
foremost a function of the cerebral cortex. It is primar-
ily the vast number of neurons in this part of the brain
that explains the unique adaptability and learning
capacity of human beings. Indeed, the human brain not
only permits adaptation to extremely varied environ-
ments, it also enables us to change our environment to
suite our needs. This entails enormous possibilities but
also dangers, because we produce changes that are favor-
able in the short run but in the long run might threaten
the existence of our species.

STUDYING THE STRUCTURE AND FUNCTION
OF THE NERVOUS SYSTEM

Some of the many methods used for the study of the
nervous system are described in the following chapters—
that is, in conjunction with discussion of results pro-
duced by the methods. Here we limit ourselves to some
general features of neurobiological research.

Many approaches have been used to study the structure
and function of the nervous system, from straightforward
observations of its macroscopic appearance to determina-
tion of the function of single molecules. In recent years
we have witnessed a tremendous development of methods,

so that today problems can be approached that were
formerly only a matter of speculation. The number of
neuroscientists has also increased almost exponentially,
and they are engaged in problems ranging from molec-
ular genetics to behavior. Although the mass of knowl-
edgein the field of neurobiology hasincreased accordingly,
more importantly, the understanding of how our brains
work has improved considerably. Nevertheless, the
steadily expanding amount of information makes it dif-
ficult for the scientist to have a fair knowledge outside
his or her specialty. It follows that the scientist may not
be able to put findings into the proper context, with dan-
ger of drawing erroneous conclusions

Traditionally, methods used for neurobiological
research were grouped into those dealing with structure
(neuroanatomy) and those aiming at disclosing the
function of the structures (neurophysiology, neuropsy-
chology). The borders are far from sharp, however, and
it is typical of modern neuroscience that anatomic,
physiological, biochemical, pharmacological, psycho-
logical, and other methods are combined. Especially,
cell biological methods are being applied with great
success. Furthermore, the introduction of modern com-
puter-based imaging techniques has opened exciting
possibilities for studying the relation between structure
and function in the living human brain. More and more
of the methods originally developed in cell biology and
immunology are being applied to the nervous system,
and we now realize that neurons are not so different from
other cells as was once assumed.

Animal Experiments Are Crucial for Progress

Only a minor part of our present knowledge of the ner-
vous system is based on observations in humans; most
has been obtained in experimental animals. In humans
we are usually limited to a comparison of symptoms
that are caused by naturally occurring diseases, with
the findings made at postmortem examination of the
brain. Two cases are seldom identical, and the struc-
tural derangement of the brain is often too extensive to
enable unequivocal conclusions.

In animals, in contrast, the experimental conditions
can be controlled, and the experiments may be repeated,
to reach reliable conclusions. The properties of the ele-
ments of neural tissue can be examined directly—for
example, the activity of single neurons can be correlated
with the behavior of the animal. Parts of the nervous
system can also be studied in isolation—for example,
by using tissue slices that can be kept viable in a dish
(in vitro) for hours. This enables recordings and experi-
mental manipulations to be done, with subsequent
structural analysis of the tissue. Studies in invertebrates
with a simple nervous system have made it possible to
discover the fundamental mechanisms that underlie
synaptic function and the functioning of simple neu-
ronal networks.



When addressing questions about functions specific
to the most highly developed nervous systems, however,
experiments must be performed in higher mammals,
such as cats and monkeys, with a well-developed cerebral
cortex. Even from such experiments, inferences about
the human nervous system must be drawn with great
caution. Thus, even though the nervous systems in all
higher mammals show striking similarities with regard
to their basic principles of organization, there are
important differences in the relative development of the
various parts. Such anatomic differences indicate that
there are functional differences as well. Thus, results
based on the study of humans, as in clinical neurology,
psychiatry, and psychology, must have the final word
when it comes to functions of the human brain. But
because clinicians seldom can experiment, they must
often build their conclusions on observations made in
experimental animals and then decide whether findings
from patients or normal volunteers can be explained on
such a basis. If this is not possible, the clinical findings
may raise new problems that require studies in experi-
mental animals to be solved. Basically, however, the
methods used to study the human brain are the same as
those used in the study of experimental animals.

Ethics and Animal Experiments

Experiments on animals are often criticized from an
ethical point of view. But the question of whether such
experiments are acceptable cannot be entirely separated
from the broader question of whether mankind has the
right to determine the lives of animals by using them for
food, by taking over their territories, and so forth. With
regard to using animals for scientific purposes, one has
to realize that a better understanding of human beings
as thinkers, feelers, and actors requires, among other
things, further animal experiments. Even though cell
cultures and computer models may replace some of
them, in the foreseeable future we will still need animal
experiments. Computer-based models of the neuronal
interactions taking place in the cerebral cortex, for
example, usually require further animal experiments to
test their tenability.

Improved knowledge and understanding of the human
brain is also mandatory if we want to improve the pros-
pects for treatment of the many diseases that affect the
nervous system. Until today, these diseases—most often
leading to severe suffering and disability—have only
occasionally been amenable to effective treatment.
Modern neurobiological research nevertheless gives
hope, and many promising results have appeared in the
last few years. Again, this would not have been possible
without animal experiments.

Yet there are obviously limits to what can be defended
ethically, even when the purpose is to alleviate human
suffering. Strict rules have been made by government
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authorities and by the scientific community itself to
ensure that only properly trained persons perform ani-
mal experiments and that the experiments are con-
ducted so that discomfort and pain are kept at a
minimum. Most international neuroscience journals
require that the experiments they publish have been
conducted in accordance with such rules.

Sources of Error in All Methods

Even though we will not treat systematically the sources
of error inherent in the various methods discussed in
this book, certainly all methods have their limitations.
One source of error when doing animal experiments is
to draw premature conclusions about conditions in
humans. In general, all experiments aim at isolating
structures and processes so that they can be observed
more clearly. However necessary this may be, it also
means that many phenomena are studied out of their
natural context. Conclusions with regard to how the
parts function in conjunction with all of the others must
therefore be speculative.

Purely anatomic methods also have their sources of
error and have led to many erroneous conclusions in
the past about connections between neuronal groups.
In turn, such errors may lead to misinterpretations of
physiological and psychological data. The study of
humans also entails sources of error—for example, of a
psychological nature. Thus, the answers and informa-
tion given by a patient or a volunteer are not always
reliable; for example, the patient may want to please
the doctor and answer accordingly.

Revising Scientific “Truths” from Time to Time

That our methods have sources of error and that our
interpretations of data are not always tenable are wit-
nessed by the fact that our concepts of the nervous
system must be revised regularly. Reinterpretations of
old data and changing concepts are often made neces-
sary by the introduction of new methods. As in all areas
of science, conclusions based on the available data
should not be regarded as final truths but as more or
less probable and preliminary interpretations. Natural
science is basically concerned with posing questions to
nature. How understandable and unequivocal the
answers are depends on the precision of our questions and
how relevant they are to the problem we are studying:
stupid questions receive stupid answers. It is further-
more fundamental to science—although not always easy
for the individual scientist to live up to—that conclu-
sions and interpretations be made without any bias and
solely on the strength of the facts and the arguments. It
should be irrelevant whether the scientist is a young
student or a Nobel laureate.
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I | MAIN FEATURES OF STRUCTURE

AND FUNCTION

‘ ENERAL information about the structure and

function of the nervous system forms a necessary
basis for treatment of the specific systems described in
subsequent parts of this book. Chapters 1 and 2 describe
the structure of nervous tissue and some basic features
of how neurons are interconnected, while Chapters 3,
4, and 5 deal with the functional properties of neurons
as a basis for understanding communication between

nerve cells. Chapter 6 provides an overview of the
macroscopic (and, to some extent, the microscopic)
structure of the nervous system with brief descriptions
of functions. Chapter 7 treats the membranes covering
the central nervous system, the cavities within the brain,
and the cerebrospinal fluid produced in these. Finally,
Chapter 8 describes the blood supply of the brain and
the spinal cord.
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1 | Structure of the Neuron and
Organization of Nervous Tissue

OVERVIEW

The nervous system is built up of nerve cells, neurons,
and special kinds of supporting cells, glial cells (dis-
cussed in Chapter 2). The nerve cells are responsible for
the functions that are unique to the nervous system,
whereas the glial cells are non-neuronal cells that pri-
marily support and protect the neurons. Neurons are
composed of a cell body called the soma (plural somata)
and several processes. Multiple short dendrites extend
the receiving surface of the neuron, while a single axon
conducts nerve impulses to other neurons or to muscle
cells. Neurons are characterized by their ability to
respond to stimuli with an electrical discharge, a nerve
impulse, and, further, by their fast conduction of the
nerve impulse over long distances. In this way, signals
can be transmitted in milliseconds from one place to
another, either within the central nervous system (CNS)
or between it and organs in other systems of the body.
When the nerve impulse reaches the synapse, which is
the site of contact between the axon and the next neu-
ron, a substance called a neurotransmitter is released
from the axon terminal that conveys a chemical signal
from one neuron to the next.

Neurons are classified into two broad groups: projec-
tion neurons that transmit signals over long distances
and interneurons that mediate cooperation among
neurons that lie grouped together. Many axons are sur-
rounded with a myelin sheath to increase the speed of
impulse propagation. Nervous tissue contains some
areas that look gray—gray matter—and others that
look whitish—white matter. White matter consists of
axons and no neuronal somata, and the color is due to
the whitish color of myelin. Gray matter consists mainly
of somata and dendrites, which have a gray color.
Neuronal somata are collected in groups sharing con-
nections and functional characteristics. In the CNS,
such a group is called a nucleus and in the peripheral
nervous system (PNS), a ganglion. A bundle of axons
that interconnect nuclei is called a tract. A nerve con-
nects the CNS with peripheral organs. Groups of neu-
rons that are interconnected form complex neuronal
networks that are responsible for performing the tasks of
the CNS. A fundamental principle of the CNS is that each
neuron influences many others (divergence) and receives

synaptic contacts from many others (convergence).
A neuron contains a cytoskeleton consisting of various
kinds of neurofibrils. They are instrumental in forming
the neuronal processes and in transport of substances
along them. By axonal transport, building materials
and signal substances can be brought from the cell soma
to the nerve terminals (anterograde transport), and sig-
nal substances are carried from the nerve terminal to
the soma (retrograde transport).

NEURONS AND THEIR PROCESSES

Neurons Have Long Processes

Like other cells, a neuron has a cell body with a nucleus
surrounded by cytoplasm containing various organ-
elles. The nerve cell body is also called the perikaryon
or soma (Figs. 1.1, 1.2, and 1.3). Long processes extend
from the cell body. The numbers and lengths of the
processes can vary, but they are of two main kinds:
dendrites and axons (Fig. 1.1). The dendrites usually
branch and form dendritic “trees” with large surfaces
that receive signals from other nerve cells. Each neuron
may have multiple dendrites, but has only one axon,
which is specially built to conduct the nerve impulse
from the cell body to other cells. The axon may have
many ramifications, enabling its parent cell to influence
many other cells. Side branches sent off from the parent
axon are termed axon collaterals (Fig. 1.1). The term
nerve fiber is used synonymously with “axon.”

Neurons Are Rich in Organelles for Oxidative
Metabolism and Protein Synthesis

When seen in a microscopic section, the nucleus of a
neuron is characterized by its large size and light stain-
ing (i.e., the chromatin is extended, indicating that
much of the genome is in use). There is also a promi-
nent nucleolus (Figs. 1.2 and 1.3). These features make
it easy to distinguish a neuron from other cells (such as
glial cells), even in sections in which only the nuclei are
clearly stained. The many mitochondria in the neuronal
cytoplasm are an indication of the high metabolic activity
of nerve cells. The mitochondria depend entirely on

S
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FIGURE 1.1 A neuron. Half-schematic to illustrate the neuron’s main
parts. The axon is red.
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aerobic adenosine triphosphate (ATP) production and,
unlike those in most other cell types, cannot utilize
anaerobic ATP synthesis. Glucose is the substrate for
ATP production in the mitochondria of nerve cells, which
cannot, unlike in muscle cells, for example, use fat.

Neuronal somata also contain conspicuous amounts
of free ribosomes and rough endoplasmic reticulum
(rER) for synthesis of proteins. Large clumps of rER are
seen via light microscopy in the cytoplasm of neurons
greater than a certain size (Figs. 1.2 and 1.3). These
were called tigroid granules or Nissl bodies long before
their true nature was known. There are also as a rule
several Golgi complexes, which modify proteins before
they are exported or inserted in membranes. The large
neuronal production of proteins probably reflects the
enormous neuronal surface membrane, which contains
many protein molecules that must be constantly
renewed. Membrane proteins, for example, form ion
channels and receptors (binding sites) for neurotrans-
mitters, are constantly being recycled.

Dendrites Are Equipped with Spines

To study the elements of nervous tissue, it is necessary to
use thin sections that can be examined microscopically.

- De‘;ndrite I -'
g

¥

Dendrite

SRE -,

FIGURE 1.2 Neuronal somata (cell bodies). Two motor neurons, one
small and one large, are shown. The large, pale nucleus has a distinct
nucleolus. Only the cell body and the proximal parts of the dendrites
are visible with the staining method used here. The stain (thionine)
binds primarily to nucleic acids (DNA in the nucleus and RNA in the
cytoplasm and nucleolus). The deeply stained clumps in the cyto-
plasm represent aggregates of rough endoplasmic reticulum (rER).
Photomicrographs taken with a light microscope of a 20 u#m thick
section of the spinal cord. Magnification, x800.

Different staining methods make it possible to distinguish
the whole neuron or parts of it from the surrounding
elements (Figs. 1.2 and 1.4). It then becomes evident
that the morphology of neurons may vary, with regard
to both the size of the cell body and the number, length,
and branching of the dendrites (Fig. 1.2; see also
Figs. 33.5-6). The size of the dendritic tree is related to
the number of contacts the cell can receive from other
nerve cells. Dendrites often have small spikes, spinae
(sing. spina) or spines, which are sites of contact with
other neurons (Figs. 1.1, 1.7, and 1.8). The axons also
vary, from those that ramify and end close to the cell
body to those that extend for more than 1 meter (see
Fig. 1.10; see also Figs. 21.3, 33.5, and 33.6). These
structural differences are closely connected to func-
tional differences.

Most Neurons Are Multipolar

Most neurons have several processes and are therefore
called multipolar (Fig. 1.5). Special kinds of neurons,
however, may have a different structure. Thus, neurons
that conduct sensory signals from the receptors to the
CNS have only one process that divides close to the cell
body. One branch conducts impulses from the receptor
toward the cell soma; the other conducts impulses toward
and into the CNS. Such neurons are called pseudounipo-
lar (Fig. 1.5). In accordance with the usual definition, the
process conducting signals toward the cell body should
be termed a dendrite. In terms of both structure and
function, however, this process must be regarded as an
axon. Some neurons have two processes, one conducting



1: STRUCTURE OF THE NEURON AND ORGANIZATION OF NERVOUS TISSUE 7

FIGURE 1.3 Ultrastructure of the neuron. Electron micrograph show-
ing the cell body of a small neuron (A) and parts of a larger neuron
(B). The nucleus (N) is light, due to extended chromatin, and contains
a nucleolus (Nu). The cytoplasm contains rough endoplasmic reticu-
lum (rER) and a Golgi complex (G)—that is, organelles involved in
protein synthesis. The presence of many mitochondria (m) reflects the
high oxidative metabolism of neurons. Nerve terminals, or boutons
(b), forming axosomatic and axodendritic synapses are also seen.
Glial processes (g) follow closely the surface of the cell body and the
dendrites (d). a, axon; My, myelin. Magnifications, x9000 (top) and
%x15,000 (bottom).

toward the cell body, the other away from it (Fig. 1.5).
Such neurons, present in the retina (see Fig. 16.7) and the
inner ear (see Fig. 17.5B), are called bipolar. Also in these
neurons both processes function as axons.

Communication between Nerve Cells Occurs at
Synapses

The terminal branches of an axon have club-shaped
enlargements called boutons (Figs. 1.1 and 1.6).

The term terminal bouton is used when the bouton sits
at the end of an axon branch, and we also use the term
nerve terminal. In other instances, the bouton is only a
thickening along the course of the axon, with several
such en passage boutons along one terminal branch
(Fig. 1.8). In any case, the bouton lies close to the
surface membrane of another cell, usually on the den-
drites or the cell body. Such a site of close contact
between a bouton and another cell is called a synapse.
In the PNS, synapses are formed between boutons and
muscle cells. The synapse is where information is trans-
mitted from one neuron to another. This transmission
does not occur by direct propagation of the nerve
impulse from one cell (neuron) to another, but by lib-
eration of signal molecules that subsequently influence
the other cell. Such a signal molecule is called a neu-
rotransmitter or, for short, a transmitter (the term
“transmitter substance” is also used). The neurotrans-
mitter is at least partly located in small vesicles in the
bouton called synaptic vesicles (Figs. 1.6 and 1.7). How
the synapse and the transmitters work is treated in
Chapters 4 and 5. Here we restrict ourselves to the
structure of the synapse.

The membrane of the nerve terminal is separated
from the membrane of the other nerve cell by a narrow
cleft approximately 20 nm wide (i.e., 2/100,000 mm).
This synaptic cleft cannot be observed under a light
microscope. Only when electron microscopy of nervous
tissue became feasible in the 1950s could it be demon-
strated that neurons are indeed anatomically separate
entities. In the electron microscope, one can observe
that the membranes facing the synaptic cleft are thick-
ened (Figs. 1.6 and 1.7), due to accumulation of specific
proteins that are of crucial importance for transmission
of the synaptic signal. Many of these protein molecules
are receptors for neurotransmitters; others form chan-
nels for passage of charged particles. The membrane of
the bouton facing the cleft is called the presynaptic
membrane, and the membrane of the cell that is con-
tacted is called the postsynaptic membrane (Fig. 1.6).
We also use the terms pre- and postsynaptic neurons.

The postsynaptic density (Fig. 1.6; see also Fig. 4.17)
connects to the cytoskeleton with actin filaments and
other proteins. This connection probably anchors the
postsynaptic receptors to the site of neurotransmitter
release. In addition, certain proteins in the postsynaptic
density, such as cadherins, bind to corresponding pro-
teins in the presynaptic membrane to keep the nerve
terminal in place (cadherins are present also in many
other cell-to-cell contacts, e.g., in adherence contacts
between epithelial cells). Other proteins in the postsyn-
aptic density have modulatory actions on synaptic func-
tion, for example, by changing receptor properties.
Synaptic modifications associated with learning involve
structural and functional changes of the postsynaptic
density.
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FIGURE 1.4 Neurons. Photomicrographs of sections stained with two
different methods. Left: Only the cell bodies (somata) of a group of
neurons are stained and visible in the section. The dark region sur-
rounding the group of neurons contains myelinated fibers that are

Synapses formed on the cell soma are called axosomatic,
while synapses on dendrites are called axodendritic
(Figs. 1.3 and 1.8). Where dendrites are equipped with
spines, one or two axospinous synapses are always

FIGURE 1.5 Neurons exemplifying three different arrangements of
processes. Multipolar (A), pseudounipolar (B), bipolar (C). Arrows
show the direction of impulse conduction.

_ Dendrites

.

also stained. Right: The same cell group, but treated via the Golgi
method so that the dendrites and the cell bodies are visualized.
Magnification, x150.

formed with the spine head (Figs. 1.7B, 1.8, and 1.9).
The functional role of spines is not fully understood
(see Chapter 4). Boutons may also form a synapse with
an axon (usually close to a terminal bouton of that
axon), and such synapses are called axoaxonic (Fig. 1.8
and 1.9B). This enables selective control of one termi-
nal only without influencing the other terminals of
the parent axon. Axoaxonic synapses thus increase the
precision of the signal transmission.

There are many more axodendritic than axosomatic
synapses because the dendritic surface is so much larger.
Every neuron has many thousands of synapses on its
surface, and the sum of their influences determines how
active the postsynaptic neuron will be at any moment.

Two Main Kinds of Nerve Cell: Projection Neurons
and Interneurons

Some neurons influence cells that are at a great distance,
and their axons are correspondingly long (more than a
meter for the longest). They are called projection neu-
rons, or Golgi type 1 (Fig. 1.10). Neurons that convey
signals from the spinal cord to the muscles are examples
of projection neurons; other examples are neurons in
the cerebral cortex with axons that contact cells in the
brain stem and the spinal cord (see Fig. 33.5). As a rule,
the axons of projection neurons send out branches, or
collaterals, in their course (Figs. 1.1 and 1.11; see also
Fig. 33.5). Thus, one projection neuron may send sig-
nals to neurons in various other parts of the nervous
system.
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FiGURE 1.6 The synapse. A: Postsynaptic membrane
Schematic overview of pre- and o) )

. B: The main Dendrit a0 0 Postsynaptic
postsynaptic neurons B: : endrite oo ° density (PSD)
structural elements of a typical R i
synapse. Based on electron micro- Synapse Postsynaptic

raphs. Compare with Figs. 1.3  Postsynaptic neuron
grap. p 8 neuron — =

and 1.7.

The other main type of neuron is the interneuron, or
Golgi type 2 (Fig. 1.10, see also Fig. 33.6), character-
ized by a short axon that branches extensively in the
vicinity of the cell body. Its name implies that an
interneuron is intercalated between two other neurons
(Fig. 1.12). Even though, strictly speaking, all neurons
with axons that do not leave the CNS are thus interneu-
rons, the term is usually restricted to neurons with short
axons that do not leave one particular neuronal group.
The interneurons thus mediate communication between
neurons within one group. Because interneurons may
be switched on and off, the possible number of interre-
lations among the neurons within one group increases
dramatically. The number of interneurons is particu-
larly high in the cerebral cortex, and it is the number of
interneurons that is so much higher in the human brain
than in that of any other animal. The number of typical
projection neurons interconnecting the various parts of
the nervous system, and linking the nervous system

FIGURE 1.7 Synapses. A, B: Electron micro-
graphs showing boutons (b) in synaptic con-
tacts with dendrites (d), and dendritic spines
(Sp). Note how processes of glia (g) cover
the dendrites and nerve terminals except at
the site of synaptic contact. Note bundle of
unmyelinated axons (a) in B. Microtubules
(Mt) are responsible for axonal transport.
Magnifications, X20,000 (A) and x40,000 (B).

with the rest of the body, as a rule varies more with the
size of the body than with the stage of development.

The distinction between projection neurons and
interneurons is not always very clear, however. Many
neurons previously regarded as giving off only local
branches have been shown via modern methods also to
give off long axonal branches to more distant cell
groups. Thus, they function as both projection neurons
and interneurons. In contrast, many of the “classical”
projection neurons, for example, in the cerebral cortex
(Fig. 33.5), give off collaterals that end within the cell
group in which the cell body is located.

Tasks of Interneurons

Figure 1.12 shows how an interneuron (b) is interca-
lated in an impulse pathway. One might perhaps think
that the simpler direct pathway shown below from neu-
ron A to neuron C would be preferable. After all, the
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Axodendritic
synapses on spines

Axodendritic synapse
on dendritic shaft

Axosomatic
synapse

Axosomatic synapse
near the axon hillock

“) Axoaxonic synapse

FIGURE 1.8 The placement of synapses. The position of a synapse
determines (together with other factors) its effect on the postsynaptic
neuron. A synapse close to the exit of the axon, for example, has
much greater impact that a synapse located on a distal dendrite.

Nerve terminals

Terminals “en passage”

interneuron leads to a delay in the propagation of the
signal from A to C, and this would be a disadvantage.
Most important, however, is that the interneuron
provides added flexibility. Thus, whether the signal is
transmitted from a to c can be controlled by other syn-
aptic inputs to interneuron b. Identical synaptic inputs
to a neuron a may in one situation be propagated
further by neuron ¢ but in another situation not,
depending on the state of interneuron b. This kind of
arrangement may partly explain why, for example,
identical stimuli may cause pain of very different inten-
sity: interneurons along the pathways conveying
sensory signals are under the influence of other parts of
the brain (e.g., neurons analyzing the meaning of the
sensory stimulus).

Figure 1.13 illustrates another important task per-
formed by interneurons. Interneuron B enables neuron
A to act back on itself and reduce its own firing of
impulses. The arrangement acts to prevent neuron A
from becoming excessively active. Thus, the negative
feedback provided by the interneuron would stop the
firing of neuron A. Such an arrangement is present, for
example, among motor neurons that control striated
muscle contraction (see Fig. 21.14).

Many Axons Are Isolated to Increase the Speed of
Impulse Propagation

The velocity with which the nerve impulse travels
depends on the diameter of the axon, among other
factors. In addition, how well the axon is insulated is of
crucial importance. Many axons have an extra layer of
insulation (in addition to the axonal membrane) called
a myelin sheath. Such axons are therefore called myeli-
nated, to distinguish them from those without a myelin
sheath, which are called unmyelinated (see Figs. 2.6
and 2.7).

Presynaptic nerve terminal

. —— Postsynaptic
2 nerve terminal

XN

Postsynaptic
neuron

FIGURE 1.9 A: Axodendritic synapses. A nerve terminal (bouton)
may form a synapse directly on the shaft of the dendrite or on a spine.
The axon may also have several boutons en passage. B: Axoaxonic

y-

synapse. The presynaptic nerve terminal influences—Dby usually inhib-
iting—the release of neurotransmitter from the postsynaptic nerve
terminal.
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FIGURE  1.10 Projection mneuron and
interneuron. A projection neuron sends
its axon to neurons in other nuclei (cell
groups), often at a long distance. The
axon of an interneuron ramifies and
makes synaptic contacts in its vicinity
(within the same nucleus). Examples
from the brain stem of a monkey, based
on sections treated via the Golgi method,
which impregnate the whole neuron
with silver salts. The photomicrograph
to the left is from the Golgi-stained
section containing the drawn projection
neuron. The depth of field is only a
fraction of the thickness of the section
(100 pm). Therefore, only part of the
projection neuron is clearly visible in the
photomicrograph.

/ Axon
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riGure 1.11 Collateral of a projection neuron. By sending off collat-
erals, a projection neuron may establish synapses in different cell
groups (nuclei). Arrows show the direction of impulse conduction.

FIGURE 1.12 An interneuron (b) intercalated in a pathway from
neuron a to neuron c. This arrangement increases the flexibility, as
compared with the direct pathway from neuron A to C shown below.
Arrows show the direction of impulse conduction.

Dendrites

Dendrites

Axonal
ramifications

Interneuron

Projection neuron

Many of the tasks performed by the nervous system
require very rapid conduction of signals. If unmyeli-
nated axons were to do this, they would have to be
extremely thick. Nerves bringing signals to the muscles
of the hand, for example, would be impossibly thick,
and the brain would also have to be much larger.
Insulation is thus a very efficient way of saving space
and expensive building materials. Efficient insulation of
axons is, in fact, a prerequisite for the dramatic devel-
opment of the nervous system that has taken place in
vertebrates as compared with invertebrates.

Myelin and how it is formed is treated in Chapter 2,
while the conduction of nerve impulses is discussed
Chapter 3.

White and Gray Matter

The surfaces made by cutting nervous tissue contain
some areas that are whitish and others that have a gray
color. The whitish areas consist mainly of myelinated
axons, and the myelin is responsible for the color;
such regions are called white matter. The gray regions,
called gray matter, contain mainly cell bodies and den-
drites (and, of course, axons passing to and from the
neurons). The neurons themselves are grayish in color.
Owing to this difference in color, one can macroscopi-
cally identify regions containing cell bodies and regions
that contain only nerve fibers in brain specimens
(Fig. 1.14).

Neurons Are Collected in Nuclei and Ganglia

When examining sections from the CNS under the
microscope, one sees that the neuronal cell bodies are
not diffusely spread out but are collected in groups.
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FIGURE 1.13 An interneuron (B) mediates negative feedback to
the projection neuron (A). Arrows show the direction of impulse
conduction.

Such a group is called a nucleus (Figs. 1.14, 1.15, and
1.16). Neurons collected in this manner share connec-
tions with other nuclei and constitute in certain respects
a functional unit; thus, the neurons in a nucleus receive
the same kind of information and act on the same (or
similar) target. In the PNS, a corresponding collection
of cell bodies is called a ganglion.

Axons that end in a nucleus are termed afferent,
whereas axons that leave the nucleus are efferent. We
also use the terms afferent and efferent for axons con-
ducting toward and away from the CNS, respectively.
Thus, sensory axons conveying information from sense
organs are afferent, while the motor axons innervating
muscles are efferent.

Axons Form Tracts and Nerves

Axons from the neurons of one nucleus usually have
common targets and therefore run together, forming
bundles. Such a bundle of axons connecting one nucleus

Gray matter

(cortex) >

White matter

Gray matter
(nuclei)

with another is called a tract (tractus; Figs. 1.15 and
1.16). In the PNS, a collection of axons is called a nerve
(nervus; Fig. 1.16, see also Figs. 11.1 and 28.3). We
also use the term peripheral nerve to emphasize that a
nerve is part of the PNS. Tracts form white matter of
the CNS, and likewise, peripheral nerves containing
myelinated axons are whitish.

Schematically, the large tracts of the nervous system
are the main routes for nerve impulses—to some extent,
they are comparable to highways connecting big cities.
In addition, there are numerous smaller pathways often
running parallel to the highways, and many smaller
bundles of axons leave the big tracts to terminate in
nuclei along the course. The number of smaller “foot-
paths” interconnecting nuclei is enormous, making pos-
sible, at least theoretically, the spread of impulses from
one nucleus to almost any part of the nervous system.
Normally, the spread of impulses is far from random
but, rather, is highly ordered and patterned. As a rule,
the larger tracts have more significant roles than the
smaller ones in the main tasks of the nervous system.
Consequently, diseases affecting such tracts usually
produce marked symptoms that can be understood only
if one has a fair knowledge of the main features of the
wiring patterns of the brain.

COUPLING OF NEURONS: PATHWAYS FOR SIGNALS

In addition to the properties of synapses, which deter-
mine the transfer of signals among neurons, the func-
tion of the nervous system depends on how the various
neuronal groups (nuclei) are interconnected (often called

FIGURE  1.14 Gray and white
matter. A: Drawing and photo-
graph of an unstained frontal
section through the human brain.
B: The white matter consists only
of axons and glial cells, whereas
the gray matter contains the cell
bodies, dendrites, and nerve ter-
minals. C: Low-power photomi-
crograph of a section through
the cerebral cortex (frame in A)
stained so that only neuronal
somata are visible (as small dots)
D: Drawing of neurons in a sec-
tion through the cerebral cortex
(Golgi method). Only a small
fraction of the neurons present
in the section are shown.
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BRAIN STEM

FIGURE 1.15 Nucleus and tract. Left: Schematic
of part of the brain stem, showing the three-
dimensional shape of two nuclei and a tract. Right:
Photomicrograph showing the same structures in a
section stained to visualize somata and myelinated
axons. Magnification, X75.

the wiring pattern of the brain). This pattern determines
the pathways that signals may take and the possibilities
for cooperation among neuronal groups. Thus, although
each neuron is to some extent a functional unit, it is
only by proper cooperation that neurons can fulfill
their tasks. We will describe here some typical examples
of how neurons are interconnected, as such general

Nucleus BRAIN STEM

SPINAL CORD

Nucleus

FIGURE 1.16 Nucleus, tract, and nerve. Three-dimensional schematic
of parts of the brain stem, spinal cord, and a muscle in the upper arm.
Axons from a nucleus in the brain stem form a tract destined for a
nucleus in the spinal cord. The axons of the neurons in the spinal
nucleus leave the CNS and form a nerve passing to the muscle.
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knowledge is important for understanding the specific
examples of connections dealt with in later chapters.

Divergence and Convergence

A fundamental feature of the CNS is that each neuron
influences many—perhaps thousands—of others; that
is, information from one source is spread out. This phe-
nomenon is called divergence of connections. Figure 1.17
shows schematically how a sensory signal (e.g., from
a fingertip) is conducted by a sensory neuron to the
spinal cord and there diverges to many spinal neurons.
Each of the spinal neurons acts on many neurons at
higher levels.

Sensory

i neuron
Skin K
Spinal cord neurons
FiGURE 1.17 Divergence of neural comnections. Highly simplified

diagram. The axon collaterals of one sensory neuron contact many
neurons in the spinal cord (red). Each of the spinal neurons contacts
many other neurons (blue) in the cord or in the brain stem. In this
way, the signal spreads from one neuron to many others. Arrows
show the direction of impulse conduction.
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Another equally ubiquitous feature, convergence of
connections, is shown schematically in Fig. 1.18. It
means that each neuron receives synaptic contacts from
many other neurons. The motor neuron in Fig. 1.18
controls the contraction of a number of striated muscle
cells (but could have been almost any neuron in the
CNS). The motor neuron receives synaptic contacts
from many sources (peripheral sense organs, motor
neurons in the cerebral cortex that initiate voluntary
movements, and so forth). In this case, the motor neu-
ron represents the final common pathway of all the
neurons acting on it.

The nerve impulses may not necessarily follow all
the available pathways shown in Figs. 1.17 and 1.18
because, as a rule, many synapses must be active almost
simultaneously to make a neuron fire impulses. Thus,
more than one of the blue neurons in Fig. 1.18 must be
active at the same time to bring the motor neuron to
fire impulses and make the muscle contract. This phe-
nomenon is termed summation and is exemplified fur-
ther in Fig. 1.19. The many synapses axon a makes on
neuron A brings the latter to fire a series of nerve
impulses whenever axon a is active. But because of
fewer synapses, the impact of axon a on neurons B and
C is too weak to make them fire impulses. If, however,
axons b and c are active simultaneously with a, their
effects are summated so that neurons B and C may fire
impulses. Summation is discussed further in Chapter 4.

Neurons with signals
from other parts of
the CNS

~
Sensory neurons
with signals from
the body

Motor neuron

Muscle cell

riGure 1.18 Convergence of mneural commections. Synaptic inputs
from many neurons (blue) converge onto one neuron (red). In this
example, the red neuron is motor and sends its axon to striated
muscle cells. The sum of all converging synaptic inputs determines
the frequency of impulses sent from the motor neuron to the muscle
cells—and thus their strength of contraction. Arrows show the direction
of impulse conduction.
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FIGURE 1.19 Summation. Many synapses must act on a neuron at the

same time to make it fire impulses. Axon a makes many synaptic
contacts with neuron A, and their effects summate so that the neuron
A fires impulses. In contrast, axon a forms only few synapses with
neurons B and C and is not able on its own to fire these neurons. If,
however, also axons b and ¢ send impulses at the same time as a, sum-
mation ensures that neurons B and C fire impulses. Arrows show the
direction of impulse conduction.

Parallel Pathways and Reciprocal Connections

Figure 1.20 illustrates common types of connections
among neuronal groups (nuclei). Figure 1.20A shows
the principle of parallel pathways. There is one direct
pathway from nucleus N1 to N2, and one indirect
pathway that is synaptically interrupted in other nuclei
(n1 and n2). Thus, some of the information reaching
N2 is a direct consequence of the activity in N1, whereas
information passing through n1 and n2 is modified by
other connections acting on these nuclei (not shown).
The abundance of such parallel pathways in the human
cerebral cortex is one of the factors that explain its
enormous flexibility and capacity for information pro-
cessing (Fig. 1.23). Parallel pathways may, further, be
of practical importance after partial brain injury. If, for
example, the direct pathway between Nland N2 is
interrupted, the indirect one may at least partly take
over the tasks formerly performed by the direct one
(examples of this are discussed in Chapter 11, under
“Restitution of Function”).

Reciprocal connections represent another common
arrangement, in which a nucleus receives connections
from the nuclei to which it sends axons (Fig. 1.20B).
In many cases, such back-projections serve as feedback,
whereby the first nucleus is informed of the outcome of
the impulses emitted to the second one. If the influence
was too strong, the feedback may serve to reduce activ-
ity, and vice versa if the influence was too weak. Among
other actions, such feedback connections serve to stabi-
lize the functioning of the nervous system. Thus, many
of the symptoms appearing in neurological diseases are
due to the failure of feedback mechanisms. Often, how-
ever, it is not obvious which one should be regarded as
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a feedback connection and which one as a feed-forward
connection. Presumably, a single pathway may serve
both purposes.

Couplings Contributing to Continuous
Neuronal Activity

There is always electric activity in the CNS, because
numerous neurons are firing impulses at any given time.
In the cerebral cortex, for example, even during sleep
there is considerable neuronal activity. How is this
activity sustained, even in the absence of sensory inputs?
In early embryonic life, groups of neurons become
spontaneously active—that is, they fire impulses with-
out any external influence (this is caused by develop-
ment of special membrane properties). As the nervous
system matures, neuronal behavior is governed more
and more by synaptic connections with other neurons;
nevertheless, some neurons remain spontaneously
active. Another feature contributing to continuous
activity is that, when activated, most neurons fire a
train of impulses, not just one. Further, interneurons
contribute to prolongation of activity, as schematically
exemplified in Fig. 1.21. Impulses in axon a make
neuron A fire impulses, propagated along its axon. At
the same time, axon a makes interneuron 1 fire impulses,
which act on neuron A and interneuron 2. The latter
acts on neuron A to produce impulses. Owing to a delay
of a few milliseconds at each synapse and the time for
conducting the impulse in the axons, neuron A receives
synaptic inputs over a prolonged period. This kind of
coupling (in reality far more elaborate than shown in
Fig. 1.21) can translate a brief synaptic input to long-
lasting neuronal firing in a neuronal network. Working
memory, that is, the ability to keep task-relevant infor-
mation in mind for a while, depends on neurons that
continue firing after a stimulus has stopped.
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FIGURE 1.20 Examples of organization of neuronal pathways. Arrows
show the direction of impulse conduction; N1, N2, n1, and n2 are
nuclei in different parts of the CNS.
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FIGURE 1.21 Interneurons that prolong the activity of a projection
neuron (A) when activated by impulses in axon a. Arrows show the
direction of impulse conduction.

Connections between the Two Halves of the Central
Nervous System

Another important general feature of the CNS is that
many nuclei have connections with both sides of the
brain—so-called bilateral connections (Fig. 1.22A).
Some tracts supply both sides with approximately the
same number of axons (i.e., equal numbers of crossed
and uncrossed axons), whereas other tracts are pre-
dominantly crossed (contralateral), with only a few
axons supplying the same (ipsilateral) side. Although
the functional significance of such bilateral connections
may not always be clear, they can contribute to recovery
of function after partial brain damage.

That the two sides of the CNS cooperate extensively
is witnessed by the vast number of commissural connec-
tions—that is, direct connections between correspond-
ing parts in the two brain halves (Fig. 1.22B). Such
connections occur at all levels of the CNS, but the most
prominent one connects the two halves of the cerebral
hemispheres (corpus callosum; see Figs. 3.26 and 3.27).
In humans, this pathway contains approximately 200
million axons.
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FIGURE 1.22 Examples of organization of neuronal pathways. Arrows
show the direction of impulse conduction.
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Single Neurons Are Parts of Neural Networks

The tasks of a neuron can be understood only in con-
junction with the thousands of neurons with which it is
synaptically interconnected. Further, functions of the
brain are very seldom the responsibility of one neuronal
group or “center” but, rather, the result of cooperation
among many neuronal groups. Such cooperating groups
or nuclei often lie far apart. For example, proper volun-
tary movements require cooperation among specific
neuronal groups in the cerebral cortex, the cerebellum,
and the basal ganglia deep in the cerebral hemispheres.
Today we use the term distributed system rather than
center when referring to the parts of the brain that are
responsible for a specific function. Such a distributed
system is a complicated neural network of spatially
separate but densely interconnected neuronal groups.
Figure 1.23 gives a very simplified example of such a
network that could be dedicated to, for example, the
subjective sensation of pain. Owing to the abundance
of reciprocal connections, the signal traffic can take
various routes within the network, and each neuronal
group has connections outside the network. This means
that a variety of inputs can activate the network—all
presumably giving the same functional result (the sen-
sation of pain, a specific memory, an emotion, and so
forth). Nevertheless, it should not be surprising that
each group, or node, might participate in several differ-
ent, function-specific networks. Thus, as a rule one
neuronal group participates in several tasks.

The organization of the brain in distributed systems
is particularly clear with regard to higher mental func-
tions. Language is a good example: there is not one cen-
ter for language but specific neuronal groups in many
parts of the cerebral cortex that cooperate. Other net-
works are responsible for attention, spatial orientation,
object identification, short-term memory, and so forth.

Afferent connections with >
different kinds of information

Neuronal group
specialized for
processing of
certain kinds of
information

Reciprocal connections between
specialized neuronal groups

Data-based models of neural networks have provided
new insight into the workings of the cerebral cortex
and how symptoms arise from partial destruction of
networks.

Injuries of Neural Networks

An important feature of distributed systems is that
partial damage can degrade their performance but
seldom eliminate it. Sometimes partial damage may
become evident only in situations with very high
demands, for example, with regard to the speed and
accuracy of movements, the capacity of short-term
memory, and so forth. If the number of neurons par-
ticipating in the network undergoes further reduction,
however, performance may deteriorate severely. In such
cases, symptoms may occur rather abruptly, even
though the disease process responsible for the cell loss
may have been progressing slowly for years. This is
typical of degenerative brain diseases such as Parkinson’s
disease and Alzheimer’s disease.

THE CYTOSKELETON AND AXONAL TRANSPORT

The cell bodies and processes of neurons contain thin
threads called neurofibrils, which can be observed in
specially stained microscopic sections (Fig. 1.24). The
neurofibrils are of different kinds, but together they
form the cytoskeleton—the name refers to its importance
for development and maintenance of neuronal shape.
The fact that neurons have very different shapes—with
regard to dendrites, cell bodies, and axons—is due to
cytoskeletal specializations. For example, the neurofi-
brils have a decisive role when axons grow for long
distances, and the cytoskeleton serves to anchor synap-
tic elements at the postsynaptic density (see Fig. 4.6).

FIGURE 1.23 Distributed neural networks.
Simplified. Three regions (groups of neu-
rons) in the cerebral cortex are intercon-
nected by reciprocal connections (red
arrows). The collective activity of all parts of
the network s responsible for its “product”—
for example, the sensation of pain.
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The neurofibrils of the cytoskeleton are also respon-
sible for another important cellular function: the trans-
port of organelles and particles in the neuronal
processes. Although such transport takes place in both
dendrites and axons, axonal transport (Fig. 1.25) has
been most studied (mainly because, for technical
reasons, transport in dendrites is much harder to study).
It is obvious that neurons need direction-specific trans-
port mechanisms. Thus, the organelles necessary for
protein synthesis and degradation of particles are pres-
ent almost exclusively in the cell body. Nevertheless,
dendrites contain small amounts of mRNA located at
the base of dendritic spines, which may enable a limited
amount of protein synthesis important for synaptic
changes related to learning and memory.

Transport from the cell body toward the nerve termi-
nals is called anterograde axonal transport (Fig. 1.25).
Examples of particles transported anterogradely are
mitochondria, synaptic vesicles, proteins to be inserted
in the axonal membrane, and enzymes for transmitter
synthesis and degradation in the nerve terminals.
Growth factors, synthesized in the cell body but liber-
ated far away at the synapses, also require efficient
anterograde axonal transport. Transport toward the
cell body from the nerve terminals is called retrograde
axonal transport. Retrograde transport brings signal

FIGURE 1.24 The cytoskeleton in neurons. Drawing of neurons from
the cerebral cortex, as appearing in sections stained with heavy met-
als to visualize neurofibrils. Both dendrites and axons (a) contain
numerous neurofibrils. (From Cajal 1952.)

molecules of various kinds that are taken up by the
nerve terminals to the cell body (Fig. 1.25). Often such
molecules are produced by postsynaptic cells and
released to the extracellular space. In the cell body
(nucleus) the signal molecules can influence genetic
expressions—that is, they can change protein synthesis.
In this way, the properties of the neuron can be changed
transiently or in some instances permanently. This is a
form of feedback: ensuring that the neuron is informed
of its effects on other cells and of the state of its target
cells. In some instances, neurons even require this kind
of feedback to survive. Retrograde transport also moves
“worn-out” organelles to the cell body for degradation
in lysosomes.

Components of the Cytoskeleton

Electron microscopic and biochemical analyses have
shown that the cytoskeleton consists of various kinds of
fibrillary proteins, making threads of three main kinds:

1. Actin filaments (microfilaments) and associated
protein molecules (approximately 5 nm thick)

2. Microtubules (narrow tubes) and associated
proteins (approximately 20 nm thick)

3. Intermediary filaments or neurofilaments (approx-
imately 10 nm thick)

Actin (microfilaments) is present in the axon, among
other places. There it has an important role during
development. When the axon elongates, actin together
with microtubules serves to produce movements of the
growth cone (Fig. 9.16) at the tip of the axon (in gen-
eral, actin is present in cells capable of movement, such
as muscle cells). The growth cone continuously sends
out thin fingerlike extensions (filopodia) in various
directions. These probably explore the environment for
specific molecules that mark the correct direction of
growth. In addition, actin is probably important in
maintaining the shape of the fully grown axon.

Microtubules and microtubule-associated proteins
(MAPs) are present in all kinds of neuronal processes
and are most likely important for their shape (Figs. 1.7
and 2.7). Of special interest is the relation of microtu-
bules to the transport of substances in the neuronal
processes. As mentioned, there is a continuous move-
ment of organelles, proteins, and other particles in the
axons and dendrites. Destruction of microtubules by
drugs (such as colchicine) stops axonal transport.

The functional role of the intermediary filaments
(neurofilaments) is uncertain, although they make up
about 10% of axonal proteins. One function might be
to maintain the diameter of thick myelinated axons, as
internal scaffolding. Whatever their normal role is, it is
noteworthy that neurofilaments are altered in several
degenerative neurological diseases. In Alzheimer’s dis-
ease, for example, a characteristic feature is disorganized
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tangles of intermediary filaments in the cerebral cortex
(neurofibrillary tangles).

More about Axonal Transport and Its Machinery

The injection of radioactively labeled substances taken
up by neurons has shown that axonally transported
material moves in at least two phases. One phase is
rapid, with particles moving up to half a meter per day;
the other is slow, with movement of between 1 and
3 mm per day. The rapid phase carries mainly organ-
elles and vesicles, that is, membrane-bound structures.
The slow phase carries primarily enzymes and compo-
nents of the cytoskeleton. As mentioned, microtubules
are of particular importance for axonal transport. Each
microtubule is composed of smaller building blocks of
the protein tubulin. MAPs help the formation of tubes
from many tubulin molecules. MAPs also anchor the
microtubules to the cell membrane and to other parts of
the cytoskeleton, such as neurofilaments. Two kinds of
MAPs found only in neurons—MAP2 and tau—stiffen
the microtubules. Specific kinds of MAPs perform

Injected tracer

RETROGRADE TRANSPORT

FIGURE  1.25 Axonal transport. The
photomicrographs illustrate the use of
axonal transport for tract tracing, that is,
to map the connections in the CNS. A cat
received injections of an enzyme (horse-
radish peroxidase, HRP) in the cerebel-
lum and in the cerebral cortex (0.2 #L in
each). The enzyme was taken up by endo-
cytosis of neuronal cell bodies and termi-
nals. Vesicles with enzyme were then
transported anterogradely from the cere-
bral cortex to the brain stem (left) and
retrogradely from the cerebellum to the
brain stem (right). A black reaction prod-
uct in the upper photomicrographs shows
the extension of the tracer at the injection
site. The anterogradely labeled terminal
ramifications of the axons appear as black
dust in the left lower photomicrograph,
while retrogradely labeled cell bodies are
seen in the right lower photomicrograph.
Magnifications, X8 (upper) and X150 (lower)

anterograde and retrograde transport, respectively,
serving as the “motors” of axonal transport. These
MAPs are ATPases (enzymes that split ATP), and the
released energy alters their form, thus producing move-
ment. The transported particles, such as vesicles and
mitochondria, move by temporarily binding to MAPs
protruding from the microtubule, so that they appear
to “walk” along the microtubule. One microtubule can
transport in both directions, depending on the kind of
motor to which a particle binds. Proteins belonging to
the kinesin family are responsible for anterograde
movement. Different varieties of kinesin appear to
transport different “cargo”; for example, one variety
transports mitochondria and another transports pre-
cursors of synaptic vesicles. Dynein, which is a more
complex protein than kinesin, is responsible for the
bulk of retrograde transport, although certain kinesins
probably also contribute.

Injections into nervous tissue of substances that are
transported axonally and later can be detected in tissue
sections are widely used for tract tracing, that is, to
reveal the “wiring pattern” of the brain (Fig. 1.25).
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OVERVIEW

Glial cells are the most numerous cells in the brain and
are indispensable for neuronal functioning. Glial cells
are of three kinds that differ structurally and function-
ally. Astrocytes have numerous processes that contact
capillaries and the lining of the cerebral ventricles. They
serve important homeostatic functions by controlling
the concentrations of ions and the osmotic pressure of
the extracellular fluid (water balance), thereby helping
to keep the neuronal environment optimal. Astrocytes
also take part in repair processes. Oligodendrocytes
insulate axons by producing myelin sheaths in the cen-
tral nervous system (CNS). Microglial cells are the
macrophages of nervous tissue. Schwann cells are a spe-
cialized form of glial cells that form myelin sheaths in
the peripheral nervous system (PNS). Apart from these
specific functions, glial cells are involved in the prenatal
development of the nervous system, for example, by
providing surfaces and scaffoldings for migrating
neurons and outgrowing axons.

TYPES OF GLIAL CELLS

Although they do not take part in the fast and precise
information processing in the brain, glial cells are nev-
ertheless of crucial importance to proper functioning of
neurons. In fact, the number of glial cells in the brain is
much higher than the number of neurons. The name
glia derives from the older notion that glial cells served
as a kind of glue, keeping the neurons together.
Although improved methods have revealed hitherto
unknown properties of glial cells, much still remains
to be understood about their functional roles in the
nervous system.

It is customary to group glial cells into three catego-
ries: astrocytes, or astroglia; oligodendrocytes, or oligo-
dendroglia; and microglial cells, or microglia. Each is
structurally and functionally different from the others.
Astrocytes have numerous processes of various shapes
whereas oligodendrocytes have relatively few and short
processes (oligo means few, little). In routinely stained
sections, glial cells can be distinguished from neurons
by their much smaller nuclei. The identification of
the various types, however, requires immunocytochem-
ical methods to identify proteins that are specific to
each type.

Specialized Forms of Glial Cells

In addition to the three main kinds, there are other,
specialized forms of glial cells. The surface of the cavi-
ties inside the CNS is lined with a layer of cylindrical
cells called ependyma (Fig. 2.3; see also Fig. 9.6). There
are also special types of glial cells in the retina (Miiller
cells), the cerebellum (Bergman cells), and the posterior
pituitary gland (pituicytes).

GLIAL CELLS AND HOMEQOSTASIS

Astrocytes Contact Capillaries, Cerebrospinal Fluid,
and Neurons

Astrocytes have structural features that make them well
suited to control the extracellular environment of the
neurons:

1. They have numerous short or long processes that
extend in all directions (Figs. 2.1 and 2.2). Thus, the
astrocytes have a very large surface area that enables
efficient exchange of ions and molecules with the extra-
cellular fluid (ECF).

2. Some processes contact the surface of capillaries
with expanded end “feet” and cover most of the capil-
lary surface (Figs. 2.3 and 2.4).

3. Some processes form a continuous, thin sheet
(membrana limitans, also called glia limitans) where
nervous tissue borders the cerebrospinal fluid (CSF),
that is, in the cavities inside the CNS and against the
connective tissue membranes on its exterior (Fig. 2.3).

4. Other processes contact neuronal surfaces; in this
manner, parts not contacted by boutons are covered by
glia (Figs. 2.3 and 2.5). Glial processes usually enclose
the nerve terminal (see Figs. 1.6 and 1.7).

5. Numerous gap junctions (nexus) couple astro-
cytes, allowing free passage of ions and other small par-
ticles among them (Fig. 2.4). Thus, apart from allowing
electric currents to spread, astrocytes form continuous,
large fluid volumes for distribution of substances
removed from the ECF.

Glial Cells Communicate with Electric Signals and
Influence Cerebral Blood Flow

Although glial cells do not send precise signals over
long distances, they can produce brief electric impulses
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(currents) by opening of membrane channels for Ca™.
Such an opening can be evoked by binding of neuro-
transmitters (e.g., glutamate) to G-protein—coupled
receptors in the glial cell membrane. Thus, neuronal
activity can directly influence the astrocytes, whereas
the latter affects neuronal activity. Owing to the electric
coupling (nexus) of the astrocytes, the “calcium signal”
can presumably spread rapidly in networks of astroglial
cells, and thus influence many neurons almost simulta-
neously, which, among other roles, can help synchro-
nize the activity of neurons in a group. In light of the
electric coupling among astrocytes, one might expect
the population of neurons influenced by an astrocytic
network to be quite large. Recent data, however, indicate

FIGURE 2.2 Astrocytes. A: Astrocytic processes visualized using an
antibody against glial fibrillary acidic protein (GFAP) present in inter-
mediary filaments. The antibody was labeled with a substance with
red fluorescence. B: One of the astrocytes in A has been filled com-
pletely with intracellular injection of a substance with green fluores-
cence (Lucifer yellow), and reconstructed three-dimensionally. It is

FIGURE 2.1 Astrocytes. Photomicrographs

of Golgi-stained sections from the cere-
bral cortex. No neurons are visible. Note
the close relationship between astrocytic
processes and capillaries.

that the population can be surprisingly small, enabling
spatially precise interactions among neurons and astro-
cytes. Thus, although it is well known that a specific
sensory input (e.g., from a small spot in the visual
field) activates neurons in a precisely defined, small
part of the cortex, recent experiments (Schummers
et al. 2008) suggest that astroglial cells are activated
in a similarly precise manner (although a few seconds
later than the neurons). Presumably, inputs from the
periphery activate neurons that in turn activate astro-
cytes in their immediate vicinity. When activated, the
astrocytes increase local blood flow (see Chapter 8,
under “Regional Cerebral Blood Flow and Neuronal
Activity”).

obvious that the astrocytic processes are much more abundant and of
finer caliber than in A. C: View of the injected astrocyte in B in isola-
tion, showing to advantage its dense and bushy halo of processes.
(Reproduced with permission from Wilhelmsson et al. (2004) and
The Journal of Neuroscience.)
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FIGURE 2.3 The relationship between astroglia and neurons, blood
vessels and the CSF. The astrocytes cover the surface of the neurons
and are also closely related to vessels, ependymal cells, and the inner-
most part of the cerebral meninges (pia).

Astroglia and the Control of Neuronal Homeostasis

Their intimate contact with neurons, capillaries, and
the CSF places astroglial cells in a unique position to
control the environment of the neurons, that is, the
extracellular (interstitial) fluid of the brain (see
Fig. 1.28). Such control is vitally important for three
main reasons. First, neurons are exquisitely sensitive to
changes in extracellular concentrations of ions and neu-
rotransmitters. Second, the osmotic pressure (the water
concentration) must be tightly controlled because the
brain cannot expand in the skull. Third, adding even
minute amounts of a substance may produce a substan-
tial increase in its extracellular concentration, owing to
the very limited extracellular space in the brain (less
than 20% of total volume), as illustrated in electron
micrographs showing only narrow slits between the
cellular elements (see Figs. 1.3 and 1.7). Further, the
tortuous shape of the extracellular space hampers free
diffusion of particles.

With regard to extracellular ions, the control of K*
(potassium ions) is particularly important. Thus, neu-
ronal excitability is strongly influenced even by small
changes in the amount of K" ions extracellularly, and as
neurons fire impulses, K* ions pass out of the cell
(Fig. 2.4). Prolonged or intense neuronal activity would
therefore easily produce dangerously high extracellular
levels of K* ions were it not for their efficient removal
by glia. Further, astrocytes contribute to extracellular
pH control by removing CO.,,.
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FIGURE 2.4 Astroglia and the homeostasis of nervous tissue. Schematic
shows the close contacts between astroglial cells on the one hand and
neurons, capillaries, and the CSF on the other. The astroglial cells are
coupled by nexus (gap junctions), and thus form a large fluid volume
for distribution of substances. Some important substances handled by
astroglia are indicated (the transport is not always in the direction of
the arrows). Surplus of water, K" ions, and the amino acid taurine
can be transported to the blood and the CSF, thereby preventing
their accumulation in the ECF. Next to glutamate, taurine is the
amino acid with the highest concentration in the CNS and therefore
significantly contributes to the osmolarity of the ECF. Taurine does
not appear to function as a neurotransmitter, but its transport in and
out of astroglia may be a mechanism for controlling the volume of
the neurons. The neurotransmitter glutamate is treated differently,
however. Glutamate is transformed to glutamine after uptake in
glia, and thus loses its transmitter actions and becomes neutral to
the neurons. Glutamine can therefore be returned to the ECF for sub-
sequent uptake into neurons where it is used for resynthesis of gluta-
mate. Because the neurons need large amounts of glutamate, this is an
economic means to ensure a sufficient supply. (Based on Nagelhus
1998.)

Extracellular neurotransmitter concentration must
be tightly controlled, because proper synaptic function-
ing requires that their extracellular concentrations be
very low, except during the brief moments of synaptic
release. Most neurotransmitters are indeed removed
from the ECF near the synapses by transporter proteins
in the membranes of neurons and astrocytes. Specific
transporters have been identified for several neurotrans-
mitters (discussed further in Chapter 5). Figure 2.5
gives an impression of the abundance of a specific kind
of transporter proteins (for the ubiquitous neurotrans-
mitter glutamate, which is neurotoxic in abnormally
high concentrations).
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FIGURE 2.5 Astroglial processes in nervous tissue. A: Photomicrograph
showing the distribution of a glutamate-transporter protein, as
visualized via an immunocytochemical technique. In this 1 pm thick
section from the spinal cord, the dark spots and bands are astrocytic
processes expressing glutamate transporters. They outline the somata,
dendrites, and capillaries. The picture illustrates both the capacity of
astroglia to take up glutamate from the ECF and the enormous astro-
glial surface facing neurons and capillaries. The contours of dendrites

As mentioned, astrocytes are also involved in the
control of the extracellular osmotic pressure, that is, in
controlling the water balance of the brain (Fig. 2.4). Of
particular interest in this respect are channels for trans-
port of water—aquaporins—that are present in the
membranes of astrocytes. Aquaporins were first
described in kidney tubular systems, where they were
shown to increase significantly the capacity for water
passage. Interestingly, in the brain they are most abun-
dant on the glial processes that are in close contact with
capillaries and the CSF, that is, where one would expect
them to be if they were involved in brain water balance.
Exchange by astroglial cells of small neutral molecules,
such as the amino acid taurine, may be another mecha-
nism to control extracellular osmolarity.

Finally, the layer of astrocytic processes surrounding
brain capillaries helps to prevent many potentially
harmful substances from entering the brain (see
Chapter 7, under “The Blood-Brain Barrier”).

Aquaporins in Health and Disease

Two varieties of aquaporin are present in the brain.
AQP4 is located in the astrocyte membrane, and par-
ticularly concentrated in the end-feet region close to

Glial cell nuclei

Motor
neuron

Astrocyte processes
(black)

and neuronal somata are uneven because of synaptic contacts (thin
arrow) breaking the otherwise continuous layer of astroglia.
Capillaries are marked with asterisks. The cell body of an astroglial
cell is marked with a thick arrow. (Courtesy of Drs. J. Storm-Mathisen
and N.C. Danbolt, Department of Anatomy, University of Oslo.)
B: For comparison, a photomicrograph of a thionine-stained section
from the same part of the spinal cord as in A.

capillaries and in glial processes bordering the CSF.
AQP1 is present in epithelial cells of the choroid plexus
(which produces the CSF; see Chapter 7). In general,
aquaporins increase water permeability of the cell mem-
brane, thus allowing water to follow active ion trans-
port. A function of AQP4 in the normal brain is
probably to export water. Thus, AQP4-deficient mice
have increased ECF volume compared to normal mice.
Further, in so-called vasogenic brain edema, wherein
water accumulates extracellularly, AQP4 contributes to
removal of excess water. This kind of edema arises
when the brain capillaries become leaky due to, for
example, traumatic brain injury. On the other hand,
when water accumulates intracellularly, as typically
occurs in cerebral ischemia or hypoxia (e.g., in stroke),
the presence of AQP4 seems to increase the edema by
allowing more water to enter the astrocytes. Such cyto-
toxic brain edema is caused by failure of energy-dependent
ion pumping, which reduces the ability of the cells to
maintain osmotic stability. Brain edema is a serious and
often life-threatening complication in many brain dis-
orders, such as stroke and traumatic brain injuries.
Therefore, the discovery of a relationship between
aquaporins and brain edema led to an intensive search
for drugs that can modulate the activity of aquaporins.



FIGURE 2.6 Myelin sheath, myelination, and
unmyelinated axons. Schematics based on A
electron microscopic observations. A: Cell
body with proximal parts of the dendrites
and myelinated axon. The myelin sheath con-
sists of lamellae formed by the membrane of
glial cells (oligodendroglia, or Schwann cells).
Each cell produces one segment of myelin.
The node of Ranvier is the site of contact
between two segments of myelin. The nerve
impulse usually starts in the initial segment of
the axon, and then “jumps” from one node
of Ranvier to the next. B: Cross section of an
axon in the process of becoming myelinated.
The myelin sheath is formed when a glial cell
wrapsitselfaround the axon. C: Unmyelinated
axons in the peripheral nervous system are
surrounded by Schwann cell cytoplasm.

In animal experiments, inhibitors of AQP4 can reduce
cytotoxic edema whereas they seem to worsen vasogenic
edema. This complicates the search for the ideal drug
because in human brain disorders the two kinds of
brain edema usually coexist (although one may domi-
nate depending on the specific disorder).

INSULATION AND PROTECTION OF AXONS

Oligodendrocytes and Schwann Cells

The myelin sheaths, which insulate axons, are formed
by oligodendrocytes' in the CNS and by Schwann cells
in the PNS. Although the structure and function of the
myelin sheaths they produce are the same,” oligoden-
drocytes and Schwann cells are not identical. One dif-
ference is that a single oligodendrocyte usually sends
out processes to produce myelin segments for several
axons (up to 40), whereas each Schwann cell forms a
myelin segment for only one axon (Fig. 2.6). A particu-
larly interesting difference concerns their differential
influence on regeneration of damaged axons. In the
PNS, a cut axon can regenerate under favorable condi-
tions, provided that viable Schwann cells are present. In

1 We do not know whether all oligodendrocytes form myelin. Thus, their cell
bodies are often closely apposed to neuronal cell bodies, suggesting that they
may have other tasks in addition to myelination.

2 Even though the myelin sheaths produced by oligodendroglial cells and by
Schwann cells look the same, they differ significantly in their lipid and protein
composition. For example, myelin basic protein (MBP) makes up a much larger
fraction of the total myelin protein in the CNS than in the PNS, whereas periph-
eral myelin protein-22 (PMP-22) is absent in the CNS. Another example is
myelin-oligodendrocyte glycoprotein (MOG), which is expressed in the CNS
only. Such differences may help explain why some diseases affect only myeli-
nated axons in the CNS (e.g., multiple sclerosis), whereas others are restricted
to peripheral axons.
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the CNS, however, such regeneration of axons does not
normally occur, mainly because of inhibiting factors
produced by oligodendrocytes.

In addition to forming myelin sheaths, oligodendro-
cytes and Schwann cells are important for survival of
the axons. Thus, diseases affecting oligodendrocytes
or Schwann cells produce axonal loss in addition to loss
of myelin. In addition, oligodendrocytes and Schwann
cells influence axonal thickness and axonal transport.

The Myelin Sheath

The myelin sheath forms an insulating cylinder around
the axons (Fig. 2.6), reducing the loss of current from the
axon to the surrounding tissue fluid during impulse
conduction. This contributes to the much higher
conduction velocity in myelinated axons than in unmy-
elinated axons (discussed further in Chapter 3 under
“Impulse Conduction in Axons”). The thickest myeli-
nated axons conduct at approximately 120 m/sec (versus
less than 1 m/sec in unmyelinated axons).

The myelin sheath consists almost exclusively of
numerous layers of cell membrane, as evident from
electron micrographs (Figs. 2.6 and 2.7). The layers, or
lamellae, are formed when a glial cell wraps itself
around the axon (Fig. 2.6B). During this process, the
cytoplasm of the glial cell is squeezed away so that the
layers of cell membrane lie closely apposed. The com-
posite of material ensheathing the axons is called
myelin. Myelin is whitish in color because of its high
lipid content.

The cell membrane forming the myelin has a unique
lipid and protein composition. Among other compo-
nents, myelin has a high content of cholesterol and
various glycolipids. The glycolipids appear to be crucial
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for the insulating properties of myelin. Certain mem-
brane proteins related to the immunoglobulins bind the
external (apposing) sides of the membranes tightly
together. Another membrane protein, myelin basic pro-
tein (MBP), seals the cytoplasmic sides of the mem-
branes in the myelin lamellae so that very little cytoplasm
(with poor insulating properties) takes up space in the
myelin sheath. Mice with a mutation of the MBP gene
make abnormal myelin and develop serious movement
disorders.

Myelination of the axons starts prenatally, but
many neural pathways in the human are not fully myeli-
nated until 2 years after birth (see Chapter 9, under
“Myelination™). The process of myelination is closely
related to functional maturation of the brain.

Nodes of Ranvier

Longitudinal views of axons show that the myelin
sheath is interrupted at intervals, forming the nodes of
Ranvier (Fig. 2.6A). The nodes of Ranvier exist because
the glial cells forming myelin lie in a row along the
axon, each cell making myelin only for a restricted
length, or segment, of the axon. When viewed in the
electron microscope, the axolemma (the axonal mem-
brane) is “naked” at the node; that is, it is exposed to
the ECF. Thus, only at the node of Ranvier can current
in the form of ions pass from the axon to the ECF (and

FIGURE 2.7 Myelinated and unmyeli-
nated axons. (Detail from Fig. 2.8.) An
axon is surrounded by myelin. The
myelin lamellae are seen as dark stripes,
arranged concentrically. The cytoplasm
of the Schwann cell that is responsible
for producing the myelin is seen exter-
nally. The unmyelinated axons are com-
pletely surrounded by Schwann cells.
Between the axons are numerous colla-
gen fibrils. Magnification, x30,000.

in the opposite direction). This arrangement makes it
possible for the nerve impulse to “jump” from node to
node, thus increasing the speed of impulse propagation
(discussed further in Chapter 3). The distance between
two nodes of Ranvier in the PNS may be 0.5 mm or
greater.

Multiple Sclerosis

In demyelinating diseases of the nervous system, the
myelin sheaths degenerate. The most common of these
diseases is multiple sclerosis (MS), which typically man-
ifests in young adults and usually has a long course of
increasing disability. Its cause is still unknown, but
most likely environmental factors precipitate an inflam-
matory process in individuals with a certain inherited
susceptibility. Histopathologically, isolated and appar-
ently randomly distributed regions of inflammation and
demyelination are characteristic. In these regions, called
plaques, impulse conduction in the axons is severely
slowed or halted, and usually the symptoms are ascribed
to the loss of myelin. For some reason, the optic nerve
is often the first to be affected, resulting in reduced
vision. Later symptoms that usually occur in varying
proportions are muscle weakness, incoordination, and
sensory disturbances. In most patients, exacerbations
of the symptoms occur episodically in the beginning,
associated with fluctuation in the inflammatory process.



Thus, periods of marked symptoms (such as paresis of
extremities) are followed by periods of partial recovery.
The improvement of symptoms is ascribed to partial
remyelination of the affected regions. After a variable
time (often many years), the disease becomes progres-
sive, with a steady deterioration of the patient’s condition.

There is not always a clear relationship between
degree of demyelination and symptoms, suggesting that
the disease process also directly harms axonal conduc-
tance and axonal viability. Indeed, it is now well
established that in MS not only myelin sheets but also
axons degenerate from the beginning of the disease.
Presumably, the number of axons lost at early stages is
modest and brain plasticity may compensate for their
loss. As the disease progresses, however, the axon loss
becomes so large that permanent and steadily progress-
ing disability ensues.

Intense research activity is devoted to clarifying the
etiology and pathogenesis of MS. Although clearly the
disease process includes both inflammation and degen-
eration, it was long held that inflammation was the
primary phenomenon (perhaps evoked by autoimmu-
nity), and that loss of nervous tissue was secondary.
This is now being questioned, however. Thus, it seems
possible that “. . . people who develop multiple sclerosis

" Collagen ™~
fibrils

FIGURE 2.8 Peripheral nerve. Electron
micrograph of cross section of the
sciatic nerve. The picture shows a small,
peripheral part of a nerve fascicle.
The perineurium surrounding the fas-
cicle, is formed by several lamellae of
flattened cells. Note the large difference
in diameter among various myelinated
axons. The thickness of the myelin
sheath increases apace with the increase
in axonal diameter. Between the myeli-
nated axons are numerous unmyeli-
nated ones. Collagen fibrils, produced by
fibroblasts, fill most of the space between
the axons. Magnification, x4000.
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will be shown to have a (genetically determined) diathesis
[disease disposition] that does indeed predispose
to neurodegeneration ... but the exposure of that
vulnerability requires an inflammatory insult without
which the degenerative component does not manifest”
(Compston, 2006, p. 563).

With regard to the inflammatory process, T lympho-
cytes, microglial cells, brain endothelial cells, and
numerous immune mediators are involved, but their
relative contributions are not fully understood. The role
of microglia illustrates the complexity: they may con-
tribute both to destruction of myelin and axons and to
regenerative processes (such as remyelination), presum-
ably depending on the local situation.

Unmyelinated Axons

As mentioned, unmyelinated axons conduct much more
slowly (at less than 1 m/sec) than myelinated ones,
because they are thinner and lack the extra insulation
provided by the myelin sheath. In the CNS, unmyeli-
nated axons often lie in closely packed bundles without
any glial cells separating them (see Fig. 1.7). In the PNS,
however, unmyelinated axons are always ensheathed
in Schwann cells that do not make layers of myelin

Collagen :
fibrils 4
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(Figs. 2.6-2.8). During early development, several
axons become embedded in the cytoplasm of the Schwann
cells by invagination of the Schwann cell membrane.
This arrangement probably serves to protect the axon
from harmful substances in the interstitial fluid. Such
protection may not be necessary in the CNS, as the
composition of the interstitial fluid is governed by
astroglia cells and by the blood-brain barrier.

Peripheral Nerves Are Built for Protection
of the Axons

Fresh nervous tissue is soft, almost jellylike, with virtu-
ally no mechanical strength in itself. Protection of the
CNS against external mechanical forces is afforded by
its location within the skull and the vertebral canal and
by its “wrapping” in membranes of connective tissue
(see Fig. 6.1). For peripheral parts of the nervous sys-
tem, the situation is different. Often located superfi-
cially, the peripheral bundles of axons and groups of
nerve cells are exposed to various mechanical stresses.
They are also subject to considerable stretching forces
by movements of the body. Axons can be stretched only
slightly before their impulse conduction suffers, and
they may even break. To prevent this, peripheral nerves
contain large amounts of dense connective tissue with
numerous collagen fibers arranged largely longitudi-
nally (Fig. 2.7). The collagen fibers, specialized to resist
stretching, protect the axons effectively. The presence
of connective tissue in peripheral nerves is the reason
that the nerves become much thicker where they leave
the skull or the vertebral canal.

The connective tissue components of peripheral
nerves form distinctive layers. The epineurium is an
external thick layer of mostly longitudinally running
collagen fibers. Internal to this layer, the axons are
arranged into smaller bundles, or fascicles, which are
wrapped in the perineural sheath or perineurium
(Fig. 2.8). The collagen fibers and fibroblasts within the
fascicles constitute the endoneurium. The perineurium
is special in that it contains several layers of flattened
cells. The cells, which in some respects resemble epithe-
lial cells, interconnect by various kinds of junctions. In
addition, the capillaries within the endoneurium are
unusually tight and prevent passage of many substances
from reaching the axons, consistent with experimental
data showing that the perineurium constitutes a blood-
nerve barrier preventing certain substances from reach-
ing the interior of the fascicles with the axons. It is not
surprising that PNS tissue also needs extra protective
mechanisms to ensure that its environment is kept opti-
mal for conducting impulses. The protection is not as
efficient as in the CNS, however, and may perhaps
explain why peripheral nerves are often subject to
diseases that affect their conductive properties.

MICROGLIA AND REACTIONS OF
THE CNS TO INJURY

Microglial Cells Are Phagocytes

The third kind of glial cell, microglia, is so named
because of its small size. Studies with immunocy-
tochemical identification of specific membrane proteins
show unequivocally that microglial cells constitute a
distinct kind. Estimates indicate that microglia may
constitute 5% to 20% of all glial cells, being fairly
evenly distributed through all parts of the CNS.
Microglial cells are of mesodermal origin. Thus, animal
experiments indicate that monocytes invade the ner-
vous system from the bone marrow during embryonic
development and perhaps shortly after birth. This may
correspond with periods of high rate of cell death
(a surplus of neurons is formed in early embryonic
life, with subsequent elimination of a large number).
After invading nervous tissue, the monocytes undergo
changes—such as development of processes—that
transform them to microglial cells, as identified in the
adult. Nevertheless, microglial cells retain the typical
phagocytic capacity of monocytes. Further, several sur-
face markers (antigens) are common to blood mono-
cytes and microglia, and cells that express such antigens
first occur in the CNS (of rodents) in late embryonic
development.

The number of microglial cells is relatively stable
after the prenatal invasion. Under normal conditions,
the stock of microglial cells does not appear to be sup-
plemented from the bloodstream. After injury, the
number of cells with phagocytic activity (macrophages)
increases in the CNS. The increase appears to be due
both to invasion of monocytes from the bloodstream
and to activation of local microglial cells. The invasion
of monocytes after injury probably depends on damage
to the blood-brain barrier (i.e., brain capillaries allow
passage of elements of the blood they normally restrict).

In the normal brain, microglial cells are probably not
solely in a “resting: state in anticipation of challenges
(e.g., intruding microorganisms, trauma, ischemia, and
so forth). Thus, their processes are steadily moving and
renewed, and are therefore believed to constantly
“scan” their immediate environment for foreign mate-
rial and sick or dead cellular elements. In addition,
microglial cells are equipped with receptors for several
neurotransmitters, suggesting that they also may sense
the state of neuronal activity in their vicinity. If they
detect something unusual, more microglial cells move
quickly to the site. They release inflammatory media-
tors and phagocytose foreign or dead material. These
responses of microglial cells generally serve to minimize
damage and protect neurons; that is, microglial cells
serve to conserve homeostasis. For example, animal



experiments show that the presence of microglial cells
reduces ischemic brain damage (after loss of blood
supply). Removal of dead material by microglia seems
to be necessary for regeneration of neuronal processes
to occur. Nevertheless, in certain diseases with strong
activation of microglial cells (and astrocytes) they pro-
mote tissue injury rather than repair. Activation of
microglial cells in the spinal cord also seems to contrib-
ute to persistence of pain after nerve damage.

Reaction of Nervous Tissue to Injury and Inflammation

Tissue damage leads to an inflammatory reaction in
which the invasion and activation of immunocompe-
tent cells have a central role. The purpose of the inva-
sion is to kill microorganisms, remove debris, and aid
reparative processes. However, the inflammatory reac-
tion is different in the CNS than in other tissues. Thus,
there is often no invasion of neutrophil granulocytes,
and the activation of microglia and invading monocytes
to macrophages may take several days. Overall, immune
reactions are weaker and slower in the CNS than else-
where. This may be explained—at least in part—by the
lack of lymphatic drainage from the CNS. The immune
system, therefore, does not possess much information
about nervous tissue conditions, in contrast to tissues
of most other organs. Normally, only a small number
of T lymphocytes, entering from the bloodstream,
patrol the CNS.’ Perhaps these special conditions are
necessary to prevent neuronal damage from the potent
substances that are liberated from granulocytes and
activated macrophages. For example, edema—a central
component of inflammation—may become harmful
and even life threatening when it occurs in the brain
(because of the limited possibilities of expansion within
the skull). Nevertheless, immune reactions do occur in
the brain, sometimes with serious consequences, as in
multiple sclerosis.

The main task of astrocytes after injury is probably
to strengthen their normal function of keeping the ECF
composition constant. Tissue damage—regardless of
whether it is caused by bleeding, contusion, or circula-
tory arrest—increases the flow of ions and transmitters
from the neurons to the ECF. Astrocytes increase their
uptake to counteract such disturbances of the neuronal
environment. Because the substances taken up are

3 HIV (human immune deficiency virus) can enter the CNS via infected T lym-
phocytes. Microglial cells then become infected because they express surface
receptors that bind the virus. After being infected, microglial cells secrete toxic
substances that kill neurons, thus producing the neurological symptoms occur-
ring in AIDS (acquired immune deficiency syndrome).
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osmotically active, the astrocytes may swell quickly:
seconds or minutes after the damage (if the normal
uptake capacity is surpassed). This may contribute to
brain edema, a dangerous complication of head inju-
ries. In the long term, astrocytes produce a kind of scar
tissue at sites where neurons are lost.

In Chapters 9 and 11, we discuss the plastic processes
of the nervous system that permit functional recovery
after injuries (such as stroke).

Diseases of Peripheral Nerves

Diseases involving degeneration of peripheral nerves
are called neuropathies and in humans can have various
causes. In any case, the symptoms are due to transitory
or permanent loss of impulse conduction. Neuropathy
is a well known complication of metabolic diseases
such as diabetes but can also be caused by toxic sub-
stances (e.g., lead). Some neuropathies are due to
attacks of the immune system on axons or myelin. This
sometimes occurs after an infectious disease or in the
course of cancer, probably because the immune system
produces antibodies that cross-react with normal anti-
gens expressed by axonal or Schwann cell membranes.
Axons express some antigens that are specific to whether
the axons are motor or sensory, thick or thin, and so
forth. Thus, it may be understandable why neuropa-
thies often affect certain nerves only or certain kinds of
axons only. Thus, when motor axons are affected, the
patient presents with pareses in certain muscles, while
affection of sensory axons might produce loss of cuta-
neous sensation and joint sense. Neuropathies may also
affect subgroups of sensory axons, for example, affect-
ing only the very thin axons mediating sensations of
pain and temperature but sparing axons related to
touch. In other cases only axons mediating joint sense
are affected, whereas cutaneous sensation is spared
(examples are described in Chapter 13, under “Clinical
Examples of Loss of Sensory Information”).

A large group of neuropathies is inherited, among
them, Charcot—-Marie-Tooth disease (peroneal muscle
atrophy). In most cases, the disease is inherited domi-
nantly. The disease usually starts before the age of
20 years and leads to gradually increasing pareses and
sensory loss, starting distally in the legs. Loss of myelin
and degeneration of axons cause the symptoms. Most
patients with Charcot—-Marie-Tooth disease have a
doubling of the gene coding for the peripheral myelin
protein (PMP-22). Animal models with overexpression
of PMP-22 suggest that this defect alone can cause
deficient myelination and symptoms corresponding to
Charcot-Marie-Tooth disease in humans.
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OVERVIEW

In Chapter 1 we considered some of the characteristic
properties of neurons, such as their excitability and
their ability to conduct impulses. The term excitability
means that when a cell is sufficiently stimulated, it can
react with a brief electrical discharge, called an action
potential. The action potential (the nerve impulse) trav-
els along the axon and is a major component in the
communication among nerve cells and between nerve
cells and other cells of the body. The action potential
results from movement of charged particles—ions—
through the cell membrane. A prerequisite for such a
current across the membrane is an electric potential—
the membrane potential—between the interior and the
exterior of the cell, and the presence of ion channels
that are more or less selective for the passage of particu-
lar ions. The opening of ion channels is controlled by
neurotransmitters binding to the channel (transmitter
or ligand-gated channels) or by the magnitude of the
membrane potential (voltage-gated channels). The
membrane potential results from an unequal distribu-
tion of positively and negatively charged particles on
either side of the membrane.’ Energy-requiring ion
pumps are responsible for maintaining the membrane
potential. The resting potential, that is, the membrane
potential when the neuron is not receiving any stimula-
tion, is due mainly to unequal distribution of K" ions
and the fact that the membrane is virtually imperme-
able to all ions other than K in the resting state. The
resting potential, with the interior of the cell negative
compared with the exterior, is typically approxi-
mately =60 mV. The action potential is a brief change
of the membrane potential, caused by opening of
channels that allow cations (especially Na®) to enter the
neuron, followed by an outward flow of K" ions. A net
influx of cations reduces the membrane potential by
making the interior less negative. This is called depolar-
ization, and if it is sufficiently strong, an action poten-
tial is elicited due to opening of voltage-gated Na®
channels. After the brief depolarization caused by influx

1 Neither membrane potentials nor action potentials are properties unique to
nerve cells. All cells have a membrane potential, although usually of less
magnitude than that of neurons. Muscle cells and endocrine gland cells also
produce action potentials in relation to contraction and secretion, respectively.
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of Na" ions, the membrane potential is restored by the
outward flow of K* ions. Restoration of the membrane
potential is called repolarization. An increase of the
membrane potential—hyperpolarization—makes the
neuron less excitable (more depolarization is necessary
to elicit an action potential). In a short period after an
action potential, the membrane is in a refractory state,
which means that another action potential cannot be
elicited. This ensures that neurons can maintain the
correct ion concentration balance. Once an action
potential is elicited, it is conducted along the axon. This
is not merely a passive movement of charged particles
in the fluid inside the axon. Because axons are poor
conductors (compared with a metal thread), the action
potential has to be renewed along the axonal membrane
by cycles of depolarization and repolarization. In unmy-
elinated axons, these cycles move along the axon as a
continuous wave, while in myelinated axons renewal of
the action potential occurs only at the nodes of Ranvier.
Because the process of depolarization-repolarization
takes some time, the speed of conduction is very much
slower in unmyelinated axons than in myelinated ones.
The action potential, when first elicited, is of the same
magnitude. Neurons are nevertheless able to vary their
messages because of the varying frequency and pattern
of action potentials. Generally, the more synaptic inputs
depolarize a neuron, the higher will be the frequency of
axonal action potentials.

BASIS OF EXCITABILITY

Cell Membrane Permeability Is Determined
by lon Channels

Ions cross the cell membrane almost exclusively through
specific, water-filled channels because their electrical
charges prevent them from passing through the lipid
bilayer (Figs. 3.1 and 3.2). The channels are more or
less selective for particular ions, that is, some ions pass
more easily through a channel than others. Some chan-
nels are very selective, allowing passage of only one
kind of ion (e.g., Na* ions), whereas other channels are
less selective (e.g., letting through several cations such
as Na’, K, and Ca™). It follows that the ease with
which an ion can pass through the membrane—that is,
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FIGURE 3.1 Ton channels. Schematic of a small part of
the lipid bilayer of the cell membrane with interspersed
ion channels. Binding of a transmitter molecule alters
the opening state of the ion channel.

the membrane permeability’ to that particular kind of
ion—depends on (1) the presence of channels that let
the ion through, (2) how densely these channels are dis-
tributed in the membrane, and (3) their opening state.
The current of ions through the membrane, however,
does not depend solely on the density and opening of
channels; an additional important factor is the concen-
tration gradient across the membrane for the ion. That
is, the steeper the gradient, the greater the flow of ions
will be from high to low concentration (provided that
the membrane is not totally impermeable to the ion).
Further, because ions are electrically charged particles,

2 The term conductance expresses the membrane permeability of a particular
kind of ion more precisely. The conductance is the inverse of the membrane
resistance. In an electrical circuit the current is I = V/R, where V is the voltage
and R is the resistance (Ohmis law). This may be rewritten by using conduc-
tance (g) instead of R, as [ = g - V. In this way, one may obtain quantitative
measures of membrane permeability under various conditions. For our
purpose, however, it is sufficient to use the less precise term permeability.

5

FIGURE 3.2 Ton channels. Five protein subunits are
arranged around a central opening that can admit
ions. At the outer side, the channel proteins are
equipped with receptor sites for neurotransmitter
molecules that regulate the opening of the channel.
The figure shows the probable appearance of an
acetylcholine receptor. (Based on Changeux 1993.)
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the voltage gradient across the membrane (i.e., the
membrane potential) will also be important (Fig. 3.3).
This means that if the interior of the cell is negative in
relation to the exterior, the cations (positively charged
ions) on the exterior will be exposed to a force that
attracts them into the cell, while the interior cations
will be subjected to forces that tend to drive them out.
The strength of these attractive and expulsive forces
depends on the magnitude of the membrane potential.
Therefore, the concentration gradient and the membrane
potential together determine the flow of a particular ion
through the membrane (Fig. 3.3).

The Membrane Potential

In a typical nerve cell, the potential across the cell mem-
brane is stable at approximately 60 mV (millivolts) in
the resting state, that is, as long as the cell is not exposed
to any stimuli. We therefore use the term resting potential
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FIGURE 3.3 Forces acting on the K ions. At the resting potential there
is equilibrium between the inward and outward forces (large arrows)
acting on the K" ions. One intracellular and one extracellular electrode
(cones) measure the membrane potential.

in this situation (in different kinds of nerve cells, the
resting potential may vary from about 45 mV to
approximately 75 mV). The resting potential is due to a
small surplus of negatively charged ions, anions, inside
the cell versus the outside, and it has arbitrarily been
decided to define the resting potential as negative, for
example, -60 mV (Fig. 3.3).

The resting potential is caused primarily by two
factors:

1. The concentration of K" ions is about 30 times
higher inside than outside the cell (Figs. 3.4 and 3.5).

2. The cell membrane is selectively permeable to K*
ions in the resting state (Fig. 3.5), that is, no other ions
pass the membrane with comparable ease (the mem-
brane, e.g., is about 50 times more permeable to K*
than to Na").

Although the concentration differs greatly inside and
outside the cell for ions other than K* (Fig. 3.4), the
membrane is, as mentioned, almost impermeable to
them (there are, e.g., very few open Na” channels in the
resting state). Other ions therefore influence the resting
membrane potential only slightly. Therefore, to explain
the membrane potential we can, for the time being,
ignore ions other than K'. The concentration gradient
will tend to drive K out of the cell, and further, K* ions
can pass the membrane with relative ease through a
particular kind of potassium channel that is open in the
resting state. This means that positive charges are lost

from the interior of the cell, making the interior negative
compared to the exterior, thereby creating a membrane
potential. The membrane potential reaches only a cer-
tain value, however, because it will oppose the move-
ment of K" ions out of the cell. Two opposite forces are
at work: the concentration gradient tending to drive K*
out of the cell and the electrical gradient (the membrane
potential) tending to drive K" into the cell (Fig. 3.3).
When the membrane potential is about =75 mV, these
two forces are equally strong: that is, the flow of K into
the cell equals the flow out. This is therefore called the
equilibrium potential for K*, and its magnitude is deter-
mined by the concentration gradient for K* ions (the
concentration gradient varies somewhat among neu-
rons). The resting potential in most neurons, however,
is lower than the equilibrium potential for K* because
the cell membrane is slightly permeable to Na* (about
1/50th of the permeability to K*). Therefore, some pos-
itive charges (Na") pass into the cell, driven by both the
concentration gradient and the membrane potential,
making the interior of the cell less negative than the
equilibrium potential for K. The membrane potential
is consequently changed somewhat in the direction of
the equilibrium potential for Na®: that is, +55 mV. In
the resting state, the inflow of positive charges is equal
to their outflow, and the membrane potential is there-
fore stable. Even though the two opposite currents of
" and Na" are small, over time they would eliminate
the concentration gradients across the membrane. This
is prevented, however, by energy-requiring “pumps”
the cell membrane that actively transport ions through
the membrane against a concentration gradient.
This sodium—potassium pump expels Na* ions from the
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FIGURE 3.4 Distribution of ions of particular importance for the
membrane potential. The exact concentrations depend on the resting
potential (in this case -85 mV). Concentrations in mM.
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FIGURE 3.5 The unequal distribution of K and Na" ions, together

with open K* channels, largely explain the resting membrane potential.

interior, in exchange for K, at the same rate that the
ions leak through the membrane. In this way, the
concentration gradients across the cell membrane are
maintained.

Normally, the extracellular K concentration is under
tight control, as discussed in Chapter 2 (“Astroglia and
the Control of Neuronal Homeostasis”). Such control
is necessary because even small alterations in K*
concentration influence the excitability of neurons
significantly. For example, increased extracellular con-
centration moves more K ions into the cell, thus depo-
larizing the neuron (making the membrane potential
less negative) and lowering the threshold for eliciting
action potentials.

Recording of Single-Cell Activity

Microelectrodes, with tips less than 1 pm thick, can be
used to record the activity of single neurons and their
processes (single units) intracellularly. Among other
things, this has made it possible to study in detail the
electrical events at the synapses and how they are influ-
enced by various experimental manipulations. The
effects of different concentrations of intra- and extra-
cellular ions have been studied, as have the synaptic
effects of various transmitter candidates and drugs. The
voltage clamp technique, which permits manipulation
of the membrane potential, has been instrumental to
our understanding of the properties of synapses and the
basic mechanisms underlying their operations. Likewise,
great progress has been made with the patch clamp
technique, making possible measurements of ion cur-
rents limited to even a single ion channel. The study of
the properties of ion channels and membrane receptors
is today highly interdisciplinary. Implanted extracellular
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electrodes can be used to record the activity of single
neurons in relation to specific stimuli or behavioral
tasks. This method has, for example, provided new
insight into functional specializations within various
areas of the cerebral cortex. By combining anatomic
and physiological techniques, it has been possible to
determine the functional properties of structurally
defined cell types. After an intracellular recording has
been made from a neuronal cell body or its axon, it can
be filled with a tracer substance through the same
pipette. Afterward, the neuron with all its processes can
be visualized in sections.

Anions Are Also Unevenly Distributed

For simplicity, we have so far dealt with only two
cations, K" and Na", because they are the most impor-
tant ones for the membrane potential and also for the
action potential (discussed later in this chapter).
Nevertheless, there are as many anions as cations.
Chloride ions (Cl) and negatively charged protein mol-
ecules (Prot”) are the major anions (Fig. 3.4). These ions
are also unevenly distributed across the cell membrane:
the concentration of Cl”is 20 to 30 times higher outside
than inside the cell, whereas the opposite situation
exists for Prot”. Therefore, chloride is the major extra-
cellular anion, whereas proteins are the major intracel-
lular ones. The proteins are so large that they cannot
pass through the membrane; the membrane is imperme-
able to protein molecules. The membrane is somewhat
permeable to CI', however. The concentration gradient
tends to drive chloride into the cell, whereas the mem-
brane potential tends to drive it out, making the net
flow of CI” small. In fact, the equilibrium potential for
Cl', =65 mV, is close to the resting potential of most
nerve cells. Therefore, no active mechanism for pump-
ing of chloride is needed.

The Sodium—Potassium Pump and Osmotic Equilibrium

All cells depend on the sodium—potassium pump to
maintain the membrane potential and osmotic equilib-
rium between the intracellular and extracellular fluid
compartments. Particular to neurons is their need for
increased pumping in association with the firing of
action potentials, which arise because of a current of
Na" into the cell and of K™ out of it. The speed of pump-
ing increases with increasing intracellular Na" concen-
tration. A significant part of our energy in the form of
ATP is spent on driving the sodium—potassium pump.
In the resting state of nerve cells, this may constitute
approximately one-third of the total energy require-
ment, whereas after high-frequency trains of action
potentials it may increase to two-thirds.

The unequal distribution of ions is of fundamental
importance also for the ability of neurons to maintain
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osmotic equilibrium. The distribution of ions must be
such that the total concentrations of water-dissolved
particles are equal inside and outside the cell. In other
words, osmotic equilibrium means that the water con-
centration is equal inside and outside the cell (osmosis
is the movement of water molecules from sites of high
to sites of low water concentration). In case of osmotic
imbalance, the cell will either swell or shrink (depend-
ing on whether the water concentration is lower inside
or outside, respectively). An essential condition for
osmotic balance is the low resting membrane permea-
bility to Na’, as both the concentration gradient and
the membrane potential tend to drive Na” into the cell.
This situation changes dramatically when the cells fire
action potentials, because the membrane then becomes
highly permeable to Na". Long trains of high-frequency
action potentials may threaten the osmotic balance
because more Na” ions enter the cell than can be pumped
out. Fortunately, neurons have properties that limit
their maximal firing rate and the duration of active
periods. Under pathological conditions, however, these
safeguards may fail. In severe epileptic seizures, for
example, neurons fire with abnormal frequency for
long periods, and this may probably contribute to cell
damage by causing osmotic imbalance. Further, in situ-
ations with insufficient blood supply (ischemia), for
example, after a stroke, ATP production suffers, result-
ing in slowing of the sodium—potassium pump. This, in
turn, leads to osmotic imbalance and swelling of neu-
rons. Such swelling is dangerous because neurons may
be injured directly but also because swelling of the brain
inside the skull (brain edema) reduces the blood supply.

Transmitter-Gated lon Channels

Neurotransmitters control neuronal excitability by
changing the opening state of ion channels (Figs. 3.1
and 3.2). A channel that is controlled by neuro-
transmitters (or other chemical substances) is called
transmitter-gated or ligand-gated (the term “transmitter-
activated” is also used). A large number of ion channels
are now characterized that differ with regard to ion
selectivity and transmitter specificity, that is, the ions
that can pass a channel and the transmitter that con-
trols it. The transmitter can either bind directly to the
channel polypeptides (proteins) or act indirectly via
chemical intermediates. In most known cases, the trans-
mitter opens the channel to increase the permeability of
the relevant ions. We consider here only the effects of
directly acting neurotransmitters (indirect effects are
discussed later in this chapter). Binding of a transmitter
molecule to a specific receptor site at the external face
of a channel polypeptide may change the form of the
polypeptides, thereby changing the diameter of the
channel (Figs. 3.1 and 3.2). Usually, the channel is open
only briefly after binding of a transmitter molecule,

allowing a brief current of ions to pass through the
membrane. In this way, a chemical signal from a
presynaptic neuron—the neurotransmitter—elicits an
electric current through the postsynaptic membrane.

As mentioned, ion channels are more or less selec-
tively permeable, that is, they let certain kinds of ions
pass through more easily than others. Some channels
are highly selective, allowing the passage of one kind
only (such as Ca* ions), whereas others are less selec-
tive and will allow passage of, for example, most cat-
ions. Channels that are permeable for anions in general
are usually termed chloride (CI") channels because Cl”is
the only abundant anion that can pass through the
membrane. Size and charge of the ion influence its per-
meability. For example, the Na" ions are more hydrated
(bind more water molecules) than the K" ion and there-
fore are larger (Fig. 3.5). This may explain some of their
differences in permeability. By regulating the channel
opening, the transmitter controls the flow of ions
through the postsynaptic membrane. However, the
transmitter only alters the probability of the channel
being in an open state; it does not induce a permanent
open or closed state.

Vo|tc|ge-Gc1ted lon Channels

Many channels are not controlled primarily by chemi-
cal substances but by the magnitude of the membrane
potential and are therefore called voltage-gated.
Voltage-gated Na" and K* channels, for example, are
responsible for the action potential and therefore also
for the propagation of impulses in the axons. There are
also several kinds of voltage-gated Ca™ channels, which
control many important neuronal processes, for exam-
ple, the release of neurotransmitters. Voltage-gated
channels are responsible for the activation of nerves
and muscles by external electrical stimulation. Electrical
stimulation of a peripheral nerve may produce muscle
twitches by activating motor nerve fibers, as well as
sensations due to activation of sensory nerve fibers.

The Structure of lon Channels

The structure of several ligand-gated ion channels has
now been determined. They consist of five polypeptide
subunits arranged around a central pore. Three families
of ligand-gated channels have been identified: the nico-
tinic receptor superfamily (GABA,, glycine, serotonin,
and nicotinic acetylcholine receptors), the glutamate
receptor family, and the ionotropic ATP receptors. The
subunits span the membrane and extend to the external
and internal faces of the membrane (Fig. 3.2). Therefore,
signal molecules inside the cell may also influence the
opening of ion channels. As an example, members of the
nicotinic receptor family consist of five equal subunits
(Fig. 3.2), all contributing to the wall of the channel.



The subunits are large polypeptides with molecular
masses of approximately 300,000. The transmitter
binds extracellularly at the transition between two sub-
units but it is still unknown how the rapid binding
(in less than 1 msec) produces conformational change
in parts of the channel located, relatively speaking,
far away.’

Voltage-gated channels resemble ligand-gated ones;
they consist of four subunits arranged around a central
pore. The amino-acid sequence has been determined
for several of the subunits, although lack of three-
dimensional data has prevented clarification of the
mechanisms that control their opening and ion selectiv-
ity. Presumably, subtle differences between the subunits
forming the channel explain their high selectivity to
particular ions.

Inherited Channelopathies

Many different genes code for channel proteins. Because
ion channels determine the excitability of neurons, it is
not surprising that mutations of such genes are associ-
ated with dysfunctions of neurons and muscle cells.
Common to many such channelopathies is that the
symptoms occur in bouts. Of particular clinical interest
is that many of the channelopathies affecting neurons
are associated with epilepsy. Although channelopathies
may not be the primary cause in the majority of patients
with epilepsy, they may increase the susceptibility to
other factors. For example, mutations associated with
epilepsy affect ligand-gated channels that are receptors
for the neurotransmitters y-aminobutyric acid (GABA)
and acetylcholine. Mutations affecting channels gated
by glycine (an inhibitory transmitter) are associated
with abnormal startle reactions. This may probably be
related to the fact that glycine is preferentially involved
in inhibition of motor neurons. Patients with a certain
kind of headache—familial hemiplegic migraine—have
a mutation of the gene coding for a specific Ca**-channel
protein. Other mutations of the same gene are associ-
ated with other rare nervous diseases, for example,
some that affect the cerebellum and lead to ataxic move-
ments. Mutations of a kind of voltage-gated potassium
channel (K o1.1)—expressed in highest density around
the initial segment of axons—produce abnormal repo-
larization of motor axons and lead to repetitive dis-
charges. This may explain the muscle cramps of such
patients. Their episodes of ataxic movements are pre-
sumably caused by abnormal excitability of cerebellar
neurons. Mutations of voltage-gated sodium channels
(among other factors) cause bursts of intense pain (see
also Chapter 15, under “Nociceptors, Voltage-Gated

3 The binding of the transmitter most likely elicits a wave of conformational
change in specific parts of the channel polypeptides. The actual opening of the
channel may be caused by conformational change of just one, specific amino acid.
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Sodium Channels, and Channelopathies”). A number
of mutations affect channels in striated muscle mem-
branes, many of them associated with myotonia (inability
to relax after a voluntary muscle contraction).

Different mutations of one gene can give different
phenotypes, such as reduced density of channels or
reduced opening probability. It is noteworthy, however,
that the same mutation can produce different symptoms
in different individuals, even within the same family.
This strongly suggests that the genes coding for the
proteins of a channel do not alone determine its final
properties. Additional factors, such as the products
of other genes and environmental factors, must also
contribute. Many features of channelopathies are still
unexplained—that they tend to occur episodically, that
the symptoms often start at a certain age (in spite of the
defect being present from birth), and that some forms
remit spontaneously.

Alteration of the Membrane Potential: Depolarization
and Hyperpolarization

As previously mentioned, in the resting state the mem-
brane permeability for Na” is low. If for some reason
Na" channels are opened so that the permeability is
increased, Na" ions will flow into the cell and thereby
reduce the magnitude of the membrane potential. Such
a reduction of the membrane potential is called depo-
larization. The membrane potential is made less nega-
tive by depolarization. Correspondingly, one may
predict that when the membrane permeability for K is
increased, more positive charges will leave the cell and
the membrane potential will become more negative
than the resting potential. This is called hyperpolariza-
tion. The same would be achieved by opening channels
for chloride ions, enabling negative charges (Cl) to
flow into the cell, provided that the membrane poten-
tial is more negative than the resting potential of CI".
In conclusion, the membrane potential is determined
by the relative permeability of the various ions that can
pass through the membrane. At rest, the membrane is
permeable primarily to K*, and the resting potential is
therefore close to the equilibrium potential of K.
Synaptic influences can change this situation by opening
Na® channels, thereby making the permeability to Na*
dominant. This changes the membrane potential toward
the equilibrium potential of Na* (at 55 mV). As shown
in the following discussion, the action potential is caused
by a further, sudden increase in the Na* permeability.

Markers of Neuronal Activity

Several methods can be used to visualize the activity of
neurons. One method involves intracellular injection of
a voltage-sensitive fluorescent dye. The intensity of flu-
orescence (as recorded with fluorescence microscopy
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and advanced computer technology) gives an impres-
sion of neuronal activity at a given time. Thus, this
(indirect) measure of activity can be correlated with
experimental manipulation of a specific transmitter, the
execution of specific tasks, and so forth. Another
method takes advantage of the fact that optic proper-
ties of nervous tissue change with the degree of neu-
ronal activity. This enables the recording of slow as
well as rapid changes in neuronal activity in relation to
experimental influences (it has been applied, e.g., in
conscious persons during neurosurgery that necessitates
exposure of the cerebral cortex). Other methods enable
mapping of variations in neuronal activity at the time
of death in experimental animals. Intravenously injected
radiolabeled deoxyglucose is taken up by cells in the
same way as glucose. It is not broken down, however,
and therefore accumulates in the cells. Because glucose
is the substrate for oxidative metabolism in the neu-
rons, its uptake correlates with degree of neuronal
activity. After exposing an animal to certain kinds of
stimulation or eliciting certain behaviors, one can after-
wards determine with autoradiography which neuronal
groups were particularly active during stimulation or at
the time of certain actions. Another method utilizes the
fact that a few minutes with excitatory synaptic input
induces expression of so-called immediate early-genes
in many neurons. Most studied among such genes is
c-fos. Without extra stimulation, C-fos mRNA and its
protein product are present in only minute amounts in
most neurons. Detection of increased levels of c-fos
mRNA in tissue sections is therefore used as a marker
of neurons that were particularly active in a certain
experimental situation. This method is also used to
determine where in the brain a drug exerts its effect.
The method has its limitations, however. Thus, c-fos
expression may be caused by nonspecific influences,
and not all neurons express c-fos even when properly
activated.

THE ACTION POTENTIAL

Voltage-Gated Sodium Channels Are Instrumental in
Evoking an Action Potential

The basis of the action potential is found in the pres-
ence of voltage-gated Na* channels, which are opened
by depolarization of the membrane (Fig. 3.6).
Depolarization may be induced in several ways; for
example, under artificial conditions by direct electrical
stimulation. Normally, however, it is caused by neu-
rotransmitters acting on transmitter-gated channels.
The opening of transmitter-gated Na* channels often
starts depolarization. Opening of the voltage-gated
channels requires that the membrane be depolarized
to a certain threshold value, that is, the threshold for
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FIGURE 3.6 The action potential.

producing an action potential (Fig. 3.6). When voltage-
gated channels are opened, the permeability to Na" is
increased beyond what was achieved by the opening of
transmitter-gated channels, and Na* flows into the cell
driven by both the concentration gradient and the mem-
brane potential. The membrane becomes more depolar-
ized; in turn, this opens more voltage-gated channels,
and so on. In this way, as soon as the membrane is
depolarized to the threshold value, the permeability to
Na® increases in an explosive manner. Even with all
sodium channels fully open, however, the inward cur-
rent of Na* ions stops when the membrane is depolar-
ized to +55 mV; at that value the inward concentration
force is equal to the outward electrical force (the mem-
brane potential). As mentioned, +55 mV is the equilib-
rium potential of Na®. Figure 3.6 shows how, during an
action potential, the membrane potential quickly
changes to positive values and then returns almost as
rapidly to approximately the resting value. This occurs
because the membrane again becomes impermeable to
Na'; the Na® channels are closed or inactivated.’
Therefore, at the peak of the action potential and for a
short time afterward, no Na® can pass through the
membrane. In this situation with a positive membrane
potential, K* is driven out by both the concentration
gradient and the membrane potential (electrical force).
Because no Na“ can enter the cell, there is a net outward
flow of positive charges, again making the interior of
the cell negative. We say that the membrane is repolar-
ized. The speed of repolarization is increased by the
presence of voltage-gated K* channels, which open
when the membrane is sufficiently depolarized. The
opening of the voltage-gated K channels is somewhat

4 Inactivation and closure involve different parts of the voltage-gated Na*
channel. This is indicated by, among other findings, that whereas closure of the
channel lasts as long as the membrane potential remains below threshold, inac-
tivation is transitory and lasts only some milliseconds.



delayed compared with the Na* channels, but whereas
the Na" channels inactivate after about 1 msec, the K*
channels stay open for several milliseconds.

In summary, the action potential is caused by a brief
inward current of Na" ions, followed by an outward
current of K* ions. The whole sequence of depolarization—
repolarization is generally completed in 1 to 2 msec. If
the threshold is reached, an action potential of a certain
magnitude arises, regardless of the strength of the stim-
ulus that produced the depolarization.

Where Does the Action Potential Arise?

The action potential usually arises in the first part of
the axon, the initial segment (Fig. 3.7; see also Fig. 2.6),
where the density of voltage-gated Na® channels is
higher than in the membrane of the dendrites and the
cell soma. The current spreads electrotonically (pas-
sively) from dendritic and somatic synapses toward the
initial segment. If the depolarization is sufficiently
strong (reaches threshold), voltage-gated Na" and K"
channels open and produce an action potential that is
propagated along the axon. Although action potentials
can be elicited in dendrites, their threshold is usually
much higher than in the initial segment owing to lower
density of voltage-gated channels.

The Action Potential and Changes of lon
Concentrations

One might think that an action potential would cause
significant changes in the concentrations of Na" and K*
on the two sides of the membrane, but this is not the
case. The number of ions actually passing through the
membrane during an action potential is extremely small
compared with the total number inside the cell and in
its immediate surroundings. Even in an axon with a
diameter of about 1 pm, with a very small intracellular

FIGURE 3.7 The initial segment of the axon is where the action poten-
tial usually arises. Photomicrograph of a motoneuron from the spinal
cord stained with a silver-impregnation method.
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volume compared to the membrane surface area, only
1 of 3000 K" ions moves out during the action poten-
tial. In addition, active pumping (the sodium-potassium
pump) ensures that Na* is moved out and K* is moved
in between each action potential and during periods of
rest. Even when the sodium—potassium pump is blocked
experimentally, a nerve cell can produce several thou-
sand action potentials before concentration gradients
are reduced so much that the cell loses its excitability.

The Refractory Period

After an action potential, some time must elapse before
the neuron can again produce an action potential in
response to a stimulus. The cell is said to be in a refrac-
tory state. This ensures at least a minimal rest for the
cell between each action potential and thereby puts an
upper limit on the frequency with which the cell can
fire. The length of the refractory period, and therefore
also the maximal frequency of firing, varies consider-
ably among different kinds of nerve cells.

Two conditions are responsible for the refractory
period. One is the aforementioned inactivation of the
voltage-gated Na® channels, and the other is the fact
that the membrane is hyperpolarized immediately after
the action potential (Fig. 3.6). The inactivation of Na”
channels means that they cannot be opened, regardless
of the strength of the stimulus and the ensuing depolar-
ization. Hyperpolarization occurs because the K* chan-
nels remain open longer than required just to bring the
membrane potential back to resting value. These two
different mechanisms can account for why the refrac-
tory period consists of two phases. During the first
phase, the absolute refractory period, the cell cannot be
made to discharge, however strong the stimulus may
be; during the relative refractory period, stronger depo-
larization than normal is needed to produce an action
potential.

Calcium and Neuronal Excitability

A cation other than Na'—namely, Ca”*—may also
contribute to the rising phase of the action potential.
For Ca™, as for Na*, the extracellular concentration is
much higher than the intracellular one, and there are
voltage-gated calcium channels in the membrane.
Cellular influx of calcium can be visualized after
intracellular injection of a substance that fluoresces
when Ca®™ binds to it. During the action potential, cal-
cium enters the cell—partly through Na" channels and
partly through voltage-gated calcium channels, which
have a more prolonged opening—closing phase than the
sodium channels. There are also transmitter-gated cal-
cium channels. In most neurons, the contribution of
Ca™ to the action potential is nevertheless small com-
pared with that of Na'. In certain other cells such as
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heart muscle, however, calcium is the ion largely respon-
sible for the action potential. Because the calcium
channels open and close more slowly than the Na”
channels, an action potential produced by calcium cur-
rents lasts longer than one produced by flow of Na".

Another aspect of the functional role of calcium is
that the extracellular calcium concentration influences
the membrane excitability, which is most likely mediated
through effects on the Na* and K* channels. Reducing
the calcium concentration in the blood and interstitial
fluid—hypocalcemia—Ilowers the threshold for evoking
action potentials in neurons and muscle cells, whereas
increasing the concentration—hypercalcemia—has the
opposite effect. A typical symptom of hypocalcemia is
muscle spasms—tetany—due to hyperexcitability of
nerves and muscles. Severe hypercalcemia can cause
drowsiness, nausea, and anorexia.

IMPULSE PROPAGATION

Electrical Properties of Axons

We now consider how the action potential moves along
the axon. The ability of the axon to conduct electrical
current depends on several conditions, some of which
are given by the physical properties of axons, which are
very different from, for example, those of copper wire.
In addition, some conditions vary among axons of dif-
ferent kinds. An axon is a poor conductor compared
with electrical conductors made of metal because the
axoplasm through which the current has to pass con-
sists of a weak solution of electrolytes (i.e., low concen-
trations of charged particles in water). In addition, the
diameter of an axon is small (from <1 to 20 pm) with a
correspondingly enormous internal resistance to the
current in the axoplasm. Further, the axonal membrane
is not a perfect insulator, so that charged particles are
lost from the interior of the axon as the current passes
along its length. The amount of current being lost is
determined by the degree of membrane resistance (i.e.,
the resistance of the membrane to charged particles try-
ing to pass). Finally, the axonal membrane (like all cell
membranes) has an electrical capacity; that is, it can
store a certain number of charged particles in the same
way a battery does. This further contributes to the rapid
attenuation of a current that is conducted along an
axon: the membrane has to be charged before the
current can move on.

The Action Potential Is Regenerated as It Moves Along
the Axon

From the foregoing it can be concluded that how well
the current is conducted in an axon depends on its internal

resistance (its diameter), the membrane resistance (how
well insulated it is), and the capacity of the axonal
membrane. If the propagation of the action potential
along the axon occurred only by passive, electrotonic
movement of charged particles, the internal resistance
and loss of charges to the exterior would cause the
action potential to move only a short distance before it
“died out.” The solution to this problem is that the
action potential is regenerated as it moves along the
axon. Therefore, it is propagated with undiminished
strength all the way from the cell body to the nerve
terminals. As discussed, the strength of the action
potential—that is, the magnitude of the changes of the
membrane potential taking place—is the same regard-
less of the strength of the stimulus that produced
it (as long as the stimulus depolarizes the membrane
to threshold). Thus, increasing the strength of the stim-
ulus increases the frequency of action potentials,
whereas the magnitude of each action potential remains
constant.

When the cell membrane at the initial segment
(Fig. 3.7) is depolarized to threshold, an action poten-
tial is produced and is conducted passively a short
distance along the axon. From then on, what occurs
differs somewhat in myelinated and unmyelinated
axons (Figs. 3.8 and 3.9).
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FIGURE 3.8 Impulse conduction in unmyelinated axons. Arrows show
direction of movement of charged particles. The action potential is
renewed continuously along the axonal membrane by a wave of
depolarization-repolarization.
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FIGURE 3.9 Impulse conduction in myelinated axons. Arrows show
direction of movement of charged particles. The current moves
electrotonically in the myelinated part of the axons, and the action
potential is renewed only at the node of Ranvier, causing a small
delay in impulse propagation.

Impulse Conduction in Unmyelinated Axons

The action potential is produced by positive charges
penetrating to the interior of the axon, which at that
point becomes positive relative to more distal parts
along its length (Fig. 3.8). Positive charges then start
moving in the distal direction (along the electrical gra-
dient that has been set up). Outside the axon, a corre-
sponding current of positive charges moves in the
opposite direction, so that an electrical circuit is estab-
lished. Movement of positive charges in the distal direc-
tion inside the axon means that the membrane is
depolarized as the charges move along. This depolar-
ization leads to the opening of enough voltage-gated
Na® and K* channels to produce a “new” action poten-
tial. In this manner, the action potential moves along
the axon at a speed that depends on the speed with
which the charged particles (i.e., ions) move inside the
axon and on the time needed for full opening of the ion
channels. The membrane capacity represents a further
factor slowing the propagation because the membrane
has to be charged before there can be a net flow of
charges through it.

In essence, the action potential is propagated as a
wave of depolarization, followed closely by a corre-
sponding wave of repolarization. When the membrane
has just completed this cycle, it is in the refractory state
for some milliseconds. This delay prevents the action
potential from spreading “backward” toward the cell
body (antidromic impulse conduction), and ensures
that under normal conditions the impulse conduction is
unidirectional. If, however, the axon is artificially stim-
ulated (e.g., electrically) at some distance from the cell
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body, the action potential spreads toward both the cell
body and the end ramifications (orthodromic impulse
conduction). Antidromic impulse conduction may
occur in branches of peripheral sensory axons on natu-
ral stimulation and may play a part in certain disease
symptoms (see Chapter 29, “Antidromic Impulses and
the Axonal Reflex”).

Impulse Conduction in Myelinated Axons

In myelinated axons, the action potential is also regen-
erated along the axon (Fig. 3.9). However, in contrast
to that in unmyelinated axons, the action potential is
regenerated only at each node of Ranvier—that is,
where the axon membrane lacks a myelin covering and
is in direct contact with the extracellular fluid (see
Fig. 2.6). As in unmyelinated axons, the action poten-
tial arises in the initial segment of the axon. The current
then spreads passively (electrotonically) to the first
node of Ranvier. Here, the depolarization of the mem-
brane leads to opening of voltage-gated channels and a
“new” action potential. The density of voltage-gated
sodium channels is particularly high in the axonal mem-
brane at the node of Ranvier. The current can flow elec-
trotonically as far as the first node of Ranvier (and
probably sometimes farther) because the axon is so well
insulated by myelin, preventing loss of charges from the
interior of the axon. (Myelin dramatically increases
the resistance across the membrane and also reduces
the membrane capacity.) In addition, the axonal diam-
eter is larger in myelinated than in unmyelinated axons,
thus reducing the internal resistance.

In conclusion, in myelinated axons the action poten-
tial does not move smoothly and slowly along, as in
unmyelinated axons, but instead “jumps” from one
node of Ranvier to the next. Although the impulse
propagation is very rapid between nodes, at each
node there is a delay due to the time required for open-
ing of channels and establishment of sufficient flow of
current.

Conduction Velocities in Myelinated and
Unmyelinated Axons

The main reason myelinated axons conduct so much
more rapidly than unmyelinated ones is that the action
potential needs to be regenerated only at certain sites.
A figure for conduction velocity (expressed in meters
per second) in myelinated axons is obtained by multi-
plying the axonal diameter (in micrometers) by 6.
An axon of 20 pm (the maximal diameter) therefore
conducts at approximately 120 m/sec, whereas the thin-
nest myelinated axons of about 3 pm conduct at 18 m/sec.
In comparison, a typical unmyelinated axon of about
1 pm conducts at less than 1 m/sec.
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HOW NERVE CELLS VARY THEIR MESSAGES

Frequency Coding and Firing Patterns

So far we have treated the action potential as a unitary
phenomenon. As mentioned, the strength of each action
potential of a neuron does not vary: whenever depolar-
ized to the threshold, the cell fires action potentials of
constant magnitude. Therefore, the action potential is
an all-or-none phenomenon, and one might think that
each neuron would only be able to tell whether or not a
stimulus occurs. We know, however, that the individual
nerve cell can communicate to others about the strength
of the stimulation it receives—such as the intensity of
light or a sound, of something touching the skin, and so
forth. It does so by varying the frequency and pattern of
action potentials. To understand this, we need to know
that a neuron is more or less continuously influenced by
impulses from many other neurons. A sustained synap-
tic input that is strong enough to depolarize the cell to
threshold does not merely produce one action potential
but rather several in succession. The stronger the depo-
larization, the shorter the time required reaching the
threshold after each action potential. Consequently, the
firing frequency depends on the strength of depolariza-
tion (Fig. 3.10). We say that the neuron uses a frequency
code to tell how strongly it has been stimulated. The
maximal frequency of action potentials in some neu-
rons is more than 100 per second (100 Hz), whereas in
others it is much lower.

The average firing frequency is not the only way by
which the neuron can alter its message. The firing
pattern also carries information, and each neuronal
type has its characteristic firing pattern that is caused
by differences in membrane properties and synaptic
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FIGURE 3.10 The frequency of action potentials depends on the
magnitude of depolarization. Therefore, the frequency of action
potentials reflects the total synaptic input to a neuron.

Action potentials with even
frequency

Action potentials in bursts

FIGURE 3.11 Different patterns of nerve impulses provide neurons
with an additional means to vary the information they send to other
neurons and muscle cells.

inputs (see earlier, “The Refractory Period”). Two neu-
rons may both fire with an average frequency of, for
example, 10 per second but nevertheless influence a
postsynaptic cell differently. So-called burst neurons
produce trains of action potentials with a high fre-
quency and then pause for a while before a new train
(burst) of impulses arises. Other neurons—so-called
single-spike neurons—produce action potentials with
regular intervals (Fig. 3.11).

Some neurons can switch between these two modes
of firing. In such cases, the relationship is not linear
between the strength of synaptic input and the firing
frequency. The transition between the different firing
patterns is evoked by a specific neurotransmitter, which
does not in itself produce action potentials in the post-
synaptic cell but changes its reactions to other inputs.
For example, the neuron may change from burst to
single-spike patterns or from a high firing frequency to
no firing at all.

In conclusion, because the strength of action poten-
tial is constant, the code for the information carried
by an axon is the frequency and pattern of action
potentials.

Plateau Potentials

In some neurons, the occurrence of so-called plateau
potentials causes the switch from low-frequency firing
to high-frequency or bursting firing pattern. This has
been shown for many neurons that control rhythmic
muscle contractions. Plateau potentials are produced
by a slow, depolarizing current, for example, by certain



voltage-gated Ca™ channels that are open in a limited
range of membrane potentials. Such a neuron can there-
fore change abruptly between two entirely different
behaviors. The neurotransmitter serotonin can evoke
plateau potentials in groups of spinal motor neurons
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(see Chapter 21, under “Muscle Cramps and Plateau
Potentials,” and Chapter 22, under “Monoaminergic
Pathways from the Brain Stem to the Spinal Cord”).
Release of this transmitter relates to motivation and
attention rather than to specific information.



4 | Synaptic Function

OVERVIEW

In Chapter 3, we discussed the basis of nerve impulses
and their conduction in axons. This chapter deals with
the properties of synapses. We discuss mainly chemical
synapses: synapses in which the signal is mediated by a
neurotransmitter. Synapses with direct electric coupling
(gap junctions) are common among glial cells but occur
infrequently among neurons. The key events underlying
signal transfer at chemical synapses are as follows:
First, an action potential reaches the nerve terminal
(bouton) and depolarizes it. This depolarization opens
Ca’* channels, enabling Ca™ to enter the nerve termi-
nal. Increase in intracellular Ca™ concentration is a sig-
nal for release of neurotransmitter from vesicles by
exocytosis. This produces a high concentration of neu-
rotransmitter in the synaptic cleft. The released trans-
mitter binds briefly to receptors in the postsynaptic
membrane. After activation of the receptor, the trans-
mitter must be inactivated quickly to reestablish a low
background activity of the receptors, that is, to ensure
a high signal-to-noise ratio at the synapse. Inactivation
occurs partly by diffusion of the transmitter, partly by
enzymatic degradation, and partly by specific uptake
mechanisms (transporter proteins).

There are two main kinds of transmitter receptors.
Ionotropic receptors are parts of ion channels and
therefore influence the functional state of the channel
directly. Therefore, transmitter actions elicited by iono-
tropic receptors are fast and precise. Metabotropic
receptors are coupled indirectly (via intracellular
second messengers) to ion channels. Their effects are
therefore slower to start and longer lasting than effects
mediated by ionotropic receptors. We also use the term
modulatory of the synaptic effects of metabotropic
receptors, because they adjust the excitability of the
postsynaptic neuron so that it responds more or less
vigorously to the precise effects of ionotropic receptors
(in addition, metabotropic receptors may have effects on
the growth and survival of the postsynaptic neuron).

The change of the membrane potential arising as a
result of synaptic influence is called a synaptic poten-
tial. If the synaptic influence depolarizes the postsynap-
tic cell, the probability that the cell will fire action
potentials is increased. This synaptic effect is called an
excitatory postsynaptic potential (EPSP). If the synaptic
potential hyperpolarizes the cell, it is called an inhibitory
postsynaptic potential (IPSP) because the probability of
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the cell’s firing is diminished. If the transmitter produces
an EPSP, we use the terms excitatory synapse and excit-
atory transmitter. Likewise, an inhibitory transmitter
produces an IPSP at an inhibitory synapse.

Because the depolarization caused by one EPSP is
small, summation of many EPSPs is usually needed to
reach a threshold for eliciting an action potential. This
enables the neuron to integrate information from often
many thousand synapses.

Synapses are plastic; that is, they can change their
properties by use. This implies that certain kinds of
activity can enhance or reduce the subsequent effect of
a synapse on the postsynaptic neuron for a variable
period (from milliseconds to years). Most likely, such
use-dependent synaptic plasticity is the neuronal basis
for learning and memory.

Unusual Synapses: Electrotonic and
Dendrodendritic Transmission

Although it is rare, the pre- and postsynaptic elements
are electrically rather than chemically coupled at some
synapses. Electron microscopically, such electronic
synapses differ from chemical synapses in that the syn-
aptic cleft is only 2 nm compared to about 20 nm. This
kind of cell contact is called a nexus or gap junction; it
consists of channels that span the synaptic cleft.
Through these channels ion currents can pass directly
and quickly from one cell to another with no synaptic
delay. In invertebrates and lower vertebrates, electro-
tonic synapses are formed between neurons mediating
short-latency responses to stimuli (e.g., escape reac-
tions). Electrotonic synapses may also provide electrical
coupling between many neurons in a group, so that
their activity may be synchronized. Chemical synapses
may occur close to electrical ones and serve to uncouple
the electrical synapse so that these apparently can be
switched on and off. Even a small number of gap junc-
tions between nerve cells—too small to produce effi-
cient electric coupling—may be important by enabling
transfer of small signal molecules, such as Ca™, cyclic
AMP, and inositol triphosphate (IP,). In this way, one
neuron may alter the properties of another without
ordinary synaptic contact. Electrical coupling by gap
junctions is much more common among glial cells than
among neurons, and it occurs regularly among cardiac,
smooth-muscle, and epithelial cells. There are also other
unusual types of synapses. Contacts between dendrites



with all the morphological characteristics of synapses
have been observed in several places in the central ner-
vous system (CNS). Such dendrodendritic synapses are
often part of more complex synaptic arrangements.
Through dendrodendritic synapses, adjacent neurons
can influence each other without being connected with
axons. The function of such synapses, however, is not
fully understood.

NEUROTRANSMITTER HANDLING AT THE SYNAPSE

Release of Neurotransmitters

We have previously described transmitter-containing
synaptic vesicles, aggregated near the presynaptic mem-
brane of boutons (Figs. 4.1 and 5.9). Depolarization of
the presynaptic membrane by an action potential is the
normal event preceding transmitter release. The depo-
larization opens voltage-gated calcium channels and
allows a flow of Ca™ ions into the bouton. The rise in
Ca™ concentration triggers the release of transmitter by
exocytosis of vesicles (Fig. 4.1). The more calcium that
enters, the more transmitter is released. By exocytosis,
the membrane of synaptic vesicles fuses with the pre-
synaptic membrane. The fusion opens the vesicle so
that its content flows quickly into the cleft (Figs. 4.1
and 4.2). It takes only 0.1 to 0.2 msec from calcium
inflow to the occurrence of release, which means that
only vesicles already attached to the presynaptic mem-
brane empty their contents. Further, although voltage-
gated Ca’* channels are present in all parts of the nerve
terminal membrane, only those situated in the presyn-
aptic membrane can influence the fusion of the vesicle
with the presynaptic membrane." The part of the syn-
apse where the vesicles attach to the presynaptic mem-
brane is called the active zone, and is characterized by
cytoskeletal components that probably bind the vesicles
to the calcium channels. That fusion really occurs dur-
ing release is supported by, among other data, electron
microscopic observations showing that the number of
vesicles drops with long-term stimulation (trains of
action potentials), while the number increases after a
period of rest.

Exocytosis of vesicles is controlled by a large number
of regulatory proteins that appear to be the same in all
kinds of cells. Two features are nevertheless specific to
exocytosis in neurons as compared with that in other
cells: one is the speed of the process (<1 msec from
arrival of the action potential to release); the other is
that the release is restricted to a specific site (the synapse).

1 This is because the fusion requires a very high concentration of Ca", which
occurs only close to the intracellular opening of the channel. In fact, there is
evidence that the calcium channel constitutes a part of the protein complex
that binds the vesicle to the presynaptic membrane. This ensures maximal Ca™
concentration around the vesicle.
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FIGURE 4.1 Signal transmission at the synapse. Schematic of some
important features: calcium-dependent transmitter release, reuptake
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This indicates that some proteins are specific to the
control of exocytosis in neurons. The fusion requires
specific binding of vesicle-surface receptors to receptors
in the presynaptic membrane. In addition, during
fusion, various proteins dissolved in the cytoplasm par-
ticipate by binding to the membrane-bound receptors,
thus forming large complexes.

New, empty vesicles are formed by the opposite pro-
cess of exocytosis, endocytosis. The endocytotic vesicles
are coated with proteins (among them clathrin and
dynamin) that are thought to help in budding of the
vesicles from the membrane and in selecting their con-
tent. The recycled vesicles undergo a series of regulated
steps until they are again filled with neurotransmitter
(Fig. 4.1).

Several of the proteins involved in vesicle transport
and fusion alter their activity in a use-dependent man-
ner; that is, they may be involved in synaptic plasticity
during development, recovery after brain damage, and
learning in general. Some are also targets of drugs and
toxins.

Mechanisms for Vesicle Transport and Fusion

Specific transporter proteins in the vesicle membrane
fill the vesicles with neurotransmitter. After filling, the
vesicles are moved toward the presynaptic membrane
by a regulated process (Fig. 4.2). While some vesicles
empty their contents, others move toward the presyn-
aptic membrane and prepare for fusion. The synaptic
vesicles can therefore be divided into two main groups:
those situated close to the membrane that are ready for
release when the Ca®* concentration rises around them,
and those that must move to the membrane before they
can release their contents. The movement of vesicles
requires the presence of actin filaments, and microtubules
may also play a role. A group of proteins, synapsins, bind
the vesicles to the actin filaments (Fig. 4.2), which
probably serves to assemble the vesicles in positions for
further movement and is triggered by the rise in the cal-
cium concentration. Certain protein kinases (phospho-
rylating proteins) regulate the activity of the synapsins.
Phosphorylation of synapsins increases mobility of the
vesicles and is most likely another way of controlling
the amount of transmitter released by an action poten-
tial, for example, in response to altered use of the syn-
apse. Several proteins take part in the docking of the
vesicle at the presynaptic membrane, and they probably
also prepare the vesicles for fusion. Vesicle-bound recep-
tors, such as synaptobrevin/VAMP (vesicle-associated
membrane protein), mediate attachment to receptors in
the presynaptic membrane (syntaxin is one such recep-
tor). These receptors interact with several others—
among them, SNAP-25 thatis free in the cytoplasm—thus
forming large protein complexes that anchor the vesi-
cles to the presynaptic membrane. The fusion appears

to require that the complex include synaptotagmin,
which binds Ca* with low affinity (i.e., the concentra-
tion of Ca’™ must be high for bonding to occur).
According to one hypothesis, synaptotagmin acts as a
brake on fusion, and the binding of Ca®" releases the
brake. Mice lacking the gene for synaptotagmin have
only reduced transmitter release, however, suggesting
that other factors also play a role.

Neurotransmitters Are Released in Quanta

There is convincing evidence that transmitters are
released in packets, or quanta, corresponding to the
transmitter content of one vesicle. For synapses between
motor nerve terminals and striated muscle cells, one
vesicle contains on average 10,000 transmitter mole-
cules. Only a few thousand molecules of each quantum
are likely to bind to a receptor before they diffuse away
or are removed by other means. Release of one quan-
tum elicits a tiny excitatory postsynaptic potential
(EPSP)—a miniature EPSP. If stimulation is increased,
so that more transmitter is released, the depolarization
of the muscle cell membrane increases in steps corre-
sponding to one miniature EPSP. In the CNS, each bou-
ton probably releases from none to a few quanta for
each presynaptic action potential. This means that an
action potential does not necessarily elicit transmitter
release; it merely increases the probability of release.
As discussed later, many presynaptic action potentials
must coincide to fire a postsynaptic neuron.

Transmitters Act on lonotropic and Metabotropic
Receptors

The effects of a neurotransmitter depend primarily on
the properties and localization of the receptors it can
activate. There are two main kinds of transmitter recep-
tors: ionotropic and metabotropic. lonotropic receptors
are parts of ion channels (Fig. 4.3A). Ionotropic recep-
tors that are parts of Na* or Ca’* channels evoke fast
and brief depolarizations of the postsynaptic mem-
brane, thus exerting excitatory actions. lonotropic
receptors coupled to CI” channels as a rule hyperpolar-
ize the postsynaptic membrane and inhibit the postsyn-
aptic neuron. Synapses equipped with ionotropic
receptors mediate fast and precise information—for
example, about “when,” “what,” and “where” con-
cerning a sensory stimulus.

The other main kind—metabotropic receptor—is not
coupled directly to ion channels but acts indirectly by
way of G proteins and intracellular second messengers
(Fig. 4.3B). G proteins may be regarded as universal
translators, translating various kinds of extracellular
signals to a cellular response (e.g., the “translation” of
light and of gaseous and watery chemical substances to
nerve impulses).



A
FIGURE 4.3 Two kinds of transmitter
receptors. A: lonotropic receptor with
direct action on the ion channel. Note that
the receptor is part of the channel proteins. [

B: Metabotropic receptor with indirect
action on ion channels. Schematic. All
indirectly coupled receptors act via G pro-
teins, whereas other elements of the intra-
cellular signal pathway may vary among
different receptors. In this example cyclic
AMP serves as the second messenger.

Most neurotransmitters act on both ionotropic and
metabotropic receptors. That is, a neurotransmitter can
exert both fast, direct synaptic effects and slow, indirect
ones (at the same or different synapses). Glutamate and
GABA (y-aminobutyric acid) are by far the most abun-
dant and ubiquitous transmitters acting on ionotropic
receptors, although they also act on several kinds of
metabotropic receptors. Several important neurotrans-
mitters, such as norepinephrine, dopamine, and sero-
tonin, exert their main actions on metabotropic
receptors. We can conclude that to predict the actions
of a neurotransmitter on a neuronal group, we must
know the repertoire of receptors expressed by those
neurons. Further, because the distribution of receptors
differs, one transmitter may exert different actions in
different parts of the brain.

Toxins Can Prevent Transmitter Release

Some of the proteins necessary for fusion are degraded
by tetanus toxin and botulinum toxin (produced in cer-
tain foods if not treated properly). Both toxins are pro-
duced by anaerobic bacteria (i.e., they only grow in the
absence of oxygen) and produce violent muscle spasms
and paralysis, respectively. The toxins are proteases
acting on the proteins that are involved in docking and
fusion of synaptic vesicles. While tetanus toxin and
some botulinum toxins degrade synaptobrevin, other
botulinum toxins destroy SNAP-25, or syntaxin. Even
extremely small amounts of the toxins produce muscle
spasms (tetanus toxin) or paralysis (botulinum toxins)
by preventing transmitter release. They evoke opposite
effects because they act on different kinds of synapses:
the tetanus toxin affects primarily a type of inhibitory
synapse, whereas botulinum toxin acts at the neuro-
muscular junction, preventing release of the excitatory
transmitter acetylcholine.

Transmitter
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Inactivation of Neurotransmitters

Synaptic signal transfer is characterized by a precisely
timed start and stop. We have looked into the mecha-
nisms responsible for precise timing of transmitter
release. It is also necessary, however, that the transmitter,
once released, be quickly removed from the synaptic
cleft after receptor activation. Simple diffusion of the
transmitter seems to play an important part, especially
during the first few milliseconds after release. Some
transmitters (acetylcholine and neuropeptides) are
degraded extracellularly by specific enzymes. The
majority of transmitters, however, are removed from
the extracellular fluid by uptake into glial cells or neu-
rons (see also Chapter 2, under “Astroglia and the
Control of Neuronal Homeostasis”). Specific trans-
porter proteins in the cell membrane (see Figs. 2.5, 4.1,
and 5.5) carry out the transmitter uptake. The trans-
mitter transporters are driven by ion-concentration
gradients across the cell membrane. There are two fam-
ilies of such transporter proteins. One is driven by the
concentration gradients of Na" and CI” and transports
the transmitters GABA, glycine, dopamine, norepi-
nephrine, and serotonin. The other comprises five
different transporters for glutamate and is driven by the
concentration gradients of Na* and K",

The task of the transporters is not to remove all traces
of neurotransmitters from the extracellular fluid.
Because both number and activity of the transporters
are regulated, they rather serve to modulate up or down
a certain baseline extracellular transmitter concentra-
tion. Even a small alteration of transporter activity can
cause changes of transmitter—receptor activation. In
areas with a high density of transporters, they also
influence the ease by which neurotransmitters may acti-
vate receptors outside the synaptic cleft (on nerve ter-
minals, dendrites, and cell bodies). In this way, the
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transmitter transporters participate in the control of
synaptic transmission and neuronal excitability.
Because the transporter proteins have important
physiological roles, they are also interesting from a
pharmacological aspect. Drugs that alter their function
can be used therapeutically (such as antidepressants
that are selective serotonin reuptake inhibitors), but
some also have potential for abuse (such as cocaine,
which inhibits the dopamine-reuptake transporter).

SYNAPTIC POTENTIALS AND TYPES OF SYNAPSES

Mechanisms of Postsynaptic Potentials (EPSPs and IPSPs)

Synaptic potentials arise when neurotransmitters acti-
vate ion channels. An excitatory postsynaptic potential
(EPSP) arises at synapses where the transmitter depo-
larizes the postsynaptic membrane. An inhibitory post-
synaptic potential (IPSP) arises at synapses where the
transmitter hyperpolarizes the membrane.

Opening of cation channels allowing Na" to enter
and K" to leave the cell produces an EPSP. Because the
cations outside the cell are driven inward, by both the
concentration gradient and the membrane potential,
whereas K" inside the cell is driven out only by its con-
centration gradient, at first the inward current is largest
(see Figs. 3.3, 3.4, and 3.5). As the membrane becomes
more and more depolarized, however, the outward flow
of K" increases and counteracts further depolarization
(Fig. 4.4). Transmitter-gated channel opening is not
subject to self-reinforcement, unlike the voltage-gated
channels that produce the action potential. This means
that the synaptic potentials rise and fall gradually
(Fig. 4.4 and 4.5) and last longer than the action poten-
tial. We use the term graded potential, as opposed to
the all-or-none behavior of the action potential. The
current spreads passively (electrotonically) from the
synapse outward in all directions along the cell mem-
brane. In this way, the potential becomes gradually
weaker, unlike the action potential that is constantly
regenerated. Because typical EPSPs in neurons are small
(<1 mV), and the membrane has to be depolarized at
about 10 mV near the initial segment to reach threshold
for an action potential, it follows that many EPSPs must
be summated to fire the neuron. We return to summa-
tion of EPSPs later.

The mechanism behind an IPSP is usually the open-
ing of transmitter-gated K* or CI” channels. This results
in an outward flow of K or an inward flow of CI". In
both cases, the inside of the cell becomes more negative,
that is, the membrane is hyperpolarized. This is only
true if the membrane potential is less negative than the
equilibrium potentials of the ions in question, however.
Although this is the normal situation for K" (equilib-
rium potential =90 mV), the equilibrium potential of
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FIGURE 4.4 Synaptic potentials. Alterations of the membrane poten-
tial evoked by a single presynaptic action potential that releases a
transmitter into the synaptic cleft. An EPSP (excitatory postsynaptic
synaptic potential) is evoked by an excitatory transmitter (typically
glutamate), while an inhibitory transmitter (typically GABA) pro-
duces an IPSP (inhibitory postsynaptic synaptic potential).

CI” is close to the resting potential in many neurons.
If the resting potential is equal to the equilibrium poten-
tial of CI', there is no net flow of CI ions and, conse-
quently, no IPSP is evoked.” Even in this case, however,
opening of chloride channels can counteract the effects
of excitatory transmitters. Thus, as long as the chloride
channels remain open, even the slightest depolarization
will cause CI ions to flow into the cell and thereby min-
imize the change of the membrane potential. In this
case, opening of chloride channels by an inhibitory
transmitter short-circuits the depolarizing currents at
nearby excitatory synapses.

2 If the resting potential is more negative than the equilibrium potential of CI',
opening of chloride channels causes a net outward flow of chloride ions and the
cell is depolarized. This is the case in early embryologic development; the trans-
mitter GABA, which is inhibitory in the adult nervous systems, has excitatory
actions in the immature brain.
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FIGURE 4.5 Synaptic potentials. A: The time course and polarity of an

excitatory postsynaptic synaptic potential (EPSP). In this example,
one EPSP alone does not depolarize the membrane to threshold for
eliciting an action potential (AP), but if one EPSP (or more) follows
shortly after the first one, the threshold is reached (summation).
B: The time course and polarity of an inhibitory postsynaptic synap-
tic potential (IPSP) and how the hyperpolarization is reduced when
an EPSP is added to an IPSP.

Summation of Stimuli Is Necessary to Evoke an
Action Potential

One or a few presynaptic action potentials leading to
transmitter release do not evoke an action potential in
the postsynaptic cell. As previously mentioned, the
membrane has to be depolarized to a threshold value
(Fig. 4.5A) for an action potential to be evoked. Usually,
the threshold is approximately 10 mV more positive
than the resting potential, and the size of an EPSP is
probably in most cases less than 1 mV. As previously
mentioned, to produce an action potential the current
produced at synaptic sites must be strong enough to
reach the initial segment and depolarize the membrane
to threshold (by opening voltage-gated Na* channels).
A subthreshold depolarization may nevertheless be
of functional significance. If the synaptic potential is
followed by another depolarization before the mem-
brane potential has returned to resting value, the second
depolarization is added to the first one so that thresh-
old is reached. This phenomenon is called summation
(Fig. 4.5A). The summation may be in time, as in the
example above, and is then called temporal summation,
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or it may be in space, and is then called spatial summa-
tion. In temporal summation, impulses may follow one
another in rapid succession in one terminal, whereas in
spatial summation, nerve terminals at different places
on the cell surface release transmitter and depolarize
the cell almost simultaneously. In addition, IPSPs are
subject to spatial and temporal summation.

An EPSP increases the probability that the postsyn-
aptic neuron produce an action potential: for a moment
the neuron is more responsive to other inputs. Likewise,
an IPSP decreases this probability.

Slow Synaptic Effects Modulate the Effect of Fast Ones

Because neurons are equipped with both ionotropic
and metabotropic transmitter receptors, we may safely
assume that every neuron receives both fast (direct) and
slow (indirect) synaptic inputs. The slow effects modu-
late the effects of the fast ones, and we therefore use the
term modulatory transmitter actions. A modulatory
transmitter (when binding to an indirectly acting recep-
tor) does not by itself evoke action potentials but alters
the response of a neuron to fast, ionotropic transmitter
actions. Usually, modulatory synaptic effects are medi-
ated by altering opening states of K* or Ca®* channels,
thereby modulating both the membrane potential and
the refractory period. The effects are nevertheless much
more varied because there are several kinds of potas-
sium and calcium channels, and several transmitters
may influence each channel.

A brief train of impulses in axons releasing a trans-
mitter that binds to indirectly acting receptors may keep
the membrane depolarized or hyperpolarized for sec-
onds after the train of impulses ends (slow EPSP or
IPSP; Fig. 4.6). More intense stimulation may produce
depolarization that lasts minutes in some neurons.
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FIGURE 4.6 Fast and slow synaptic actions. Schematic. A fast
EPSP lasts milliseconds and is caused by binding of transmitter mol-
ecules directly to channel proteins. A slow EPSP may last seconds or
minutes and is due to activation of receptors indirectly coupled to
ion channels.
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An example may make this clearer: motor neurons in
the cord receive fast, excitatory synaptic input from
the cerebral cortex. These signals mediate the precise,
voluntary control of muscle contraction. In addition,
the motor neurons receive slow, modulatory synaptic
inputs from cell groups in the brain stem whose activity
is related to the degree of motivation for a particular
movement. The modulatory input influences the
strength of the response (frequency of action potentials)
to signals from the cerebral cortex, that is, how fast the
movement will be. However, the modulatory input does
not initiate movements on its Own.

Mechanisms of Modulatory Synaptic Effects

Slow EPSPs may be mediated by transmitters closing a
kind of voltage-gated K™ channel that is open at the
resting membrane potential. This leads to lowered K*
permeability and reduced flow of K* out of the cell,
which results in depolarization. Because the membrane
potential is shifted toward the threshold, fast depolar-
ization is more likely to elicit an action potential. In
addition, the effect on this kind of channel makes a fast
EPSP larger and longer-lasting because the fast trans-
mitter opens the K* channel during the repolarization
phase of the EPSP. When the modulatory transmitter
counteracts the opening of the channel in this phase,
the depolarization becomes stronger, and the repolar-
ization phase is prolonged. In this way the fast trans-
mitter, rather than eliciting one, may produce a train of
action potentials.

Modulatory synaptic effects may not change the rest-
ing membrane potential, if they are confined to chan-
nels that are not open at the resting potential. A kind of
K" channel—closed at the resting potential—is opened
by Ca®* entering the cell during the action potential.
This produces a relatively long-lasting hyperpolariza-
tion (the refractory period). A modulatory transmitter
that reduces the opening of the K' channel would
shorten the refractory period. As in the preceding exam-
ple, a fast excitatory input might produce a train of
impulses rather than only one, or the frequency of
impulses during a train might be higher than without
the modulatory influence.

Slow, long-lasting hyperpolarizing synaptic effects
(slow IPSPs) are usually mediated by the indirect open-
ing of K* channels. As we discussed later, the ubiqui-
tous inhibitory transmitter GABA can act on receptors
with such effect.

A Neuron Integrates Information from Many Others

We have seen that as a rule many impulses must reach a
neuron almost simultaneously to make it fire, that is, to
send an action potential through its axon. In other words,
summation of excitatory synaptic effects is necessary.

The stronger the sum of excitatory effects, the shorter
the time necessary to depolarize the cell to the threshold
for eliciting another action potential. This means that
the frequency of action potentials, or firing frequency,
is an expression of the total synaptic input to a neuron.
Total synaptic input here means the sum of both excit-
atory and inhibitory synaptic influences. Most neurons
receive thousands of synapses; for example, large neu-
rons in the motor cortex of the monkey may receive
as many as 60,000 synapses. Often a neuron is strongly
influenced (many synaptic contacts) by one neuronal
group and weakly influenced by many others. This
means that while such a neuron primarily transmits
signals from one nucleus to another, many other
cell groups facilitate or inhibit the efficiency of signal
transmission.

Examples of Synaptic Integration

We will provide two examples of the integration of
different synaptic inputs. The first concerns motor
neurons of the spinal cord. Such a neuron—sending its
axon to innervate hundreds of striated muscle cells in
a particular muscle—is synaptically contacted by neu-
rons in many parts of the nervous system. It may
receive around 30,000 synapses, distributed over its
dendrites and cell body. Some synapses inform the cell
about sensory stimuli that are important for the move-
ment produced by the muscle, others about the pos-
ture of the body, others about how fast an intended
movement should be, and so forth. The sum of all
these synaptic inputs—some of them excitatory, oth-
ers inhibitory—determines the frequency of action
potentials sent to the muscle and by that means the
force of muscle contraction (each muscle, however,
is governed by many such neurons, so that their collec-
tive activity determines the behavior of the whole
muscle).

The other example concerns neurons in the spinal
cord that mediate information about painful stimuli.
Although such a neuron receives its strongest synaptic
input (most synapses) from sensory organs reacting to
painful stimuli, it is also contacted by thousands of syn-
apses from other sources, such as cell groups that are
active when the person is anxious. This means that the
final firing frequency of this “pain-transmitting” neu-
ron depends not only on the actual stimuli reaching the
receptors but also on the activity within the CNS itself.
This correlates well with the everyday experience that
the pain we feel depends not only on the strength of the
peripheral painful stimulus (such as dental drilling) but
also on our state of mind. Although the main task of
the neuron is to convey sensory information to the
brain, this information is integrated in the spinal cord
with signals from other sources conveying information
the salience of the sensory information.



The Placement of Synapses Has Functional Significance

Where a synapse is located on the neuronal surface is
obviously not a matter of chance (Fig. 1.8). There are
several examples of axons arising from different cell
groups that end on different parts: for example, some
end only on proximal dendrites, others on distal den-
drites or a particular segment of the dendrite. Further,
inhibitory synapses are often located on or near the
soma of the nerve cell, whereas excitatory ones are most
abundant on dendrites. The placement can be of func-
tional importance, because synapses close to the initial
segment of the axon would be expected to have a greater
chance of eliciting (or preventing) an action potential
than synapses far out on the dendrites. (This is due to
the loss of current during electrotonic spread of the syn-
aptic potential over long distances.) In some neurons,
powerful inhibitory synapses are even located on the
initial segment itself, thereby forming a very efficient
“brake” on neuronal firing.

In general, a synapse far out on a dendrite would be
expected to exert a weaker effect on the excitability of
the neuron than one placed close to the soma, and, con-
sequently, that more summation would be needed for
distal synapses than for proximal ones to fire the neu-
ron. New findings suggest that this may not always
hold true, however. Studies of pyramidal neurons (in
the hippocampus) indicate that an EPSP recorded in the
soma is of about equal magnitude regardless of whether
it is evoked by a synapse that is proximal or distal on a
dendrite. This means that a stronger depolarizing action
at distal synapses compensates for their greater loss of
current by electrotonic spread.

Another important point regarding the placement of
synapses is that most excitatory synapses are located on
dendritic spines (Figs. 1.1, 1.7, and 1.9). Most of the
neurons in the cerebral cortex conform to this arrange-
ment. Because cortical neurons constitute a large pro-
portion of all neurons in the human brain, suggestions
that about 90% of all excitatory synapses are located
on spines may be realistic.

Spines: Crucial for Learning?

The functional significance of dendritic spines is still
under debate. It is not simply a matter of increasing the
receiving surface of the neuron because the dendritic
membrane between spines may be virtually free of syn-
apses. A spine typically consists of a narrow neck and
an expanded part called the spine head (see Fig. 1.9).
Since their microscopic identification more than 100
years ago, spines have been implicated in learning and
memory, and recent animal experiments support this
hypothesis. For example, the density of spines in the
cerebral cortex is higher in rats that live in a challenging
environment than in those that are confined to standard
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laboratory cages. Further, the density of spines in the
cerebral cortex is markedly reduced in individuals with
severe mental retardation. Animal experiments with
electric stimulation indicate that long-term increases in
synaptic efficacy (long-term potentiation, LTP) are
associated with changes of spine morphology and num-
ber. This effect is observed only among synapses
affected by the increased stimulation and may be
directly related to learning and memory.

An important function of spines may be to facilitate
local synaptic changes. The narrow neck of the spines
may ensure that the concentration of signal molecules
responsible for LTP induction, such as Ca®, reach much
higher levels in the spine head than in the dendrite. This
would facilitate changes in those synapses contacting a
particular spine, leaving other synapses unaffected.’
Spatial restriction of increased Ca™ concentration may
also serve a protective role since high intracellular Ca*
concentration may damage the neuron.

Axoaxonic Synapses Enable Presynaptic Control of
Transmitter Release

In axoaxonic synapses, the presynaptic bouton makes
synaptic contact with a postsynaptic bouton, which, in
turn, contacts a cell body or a dendrite (Fig. 4.7).
Release of transmitter from the presynaptic bouton
serves to regulate the amount of transmitter released by
the postsynaptic bouton. This enables inhibition or
facilitation of a subset of synaptic inputs to a neuron.
The excitability of the postsynaptic neuron is unaltered,
in contrast to the situation described above with post-
synaptic inhibition by IPSPs.

In the best-studied kind of axoaxonic contacts, action
potentials in the presynaptic bouton lead to reduced
transmitter release from the postsynaptic bouton; that
is, the effect is inhibitory with regard to the neuron con-
tacted by the postsynaptic bouton (the postsynaptic
bouton usually has an excitatory action). A prerequisite
for this inhibitory effect to occur, however, is that
the presynaptic bouton be depolarized (by an action
potential) at the same time as or immediately before an
action potential reaches the postsynaptic bouton. This
phenomenon is termed presynaptic inhibition to distin-
guish it from postsynaptic inhibition. Presynaptic inhi-
bition has been found most frequently among fiber
systems that transmit sensory information; for example,
sensory fibers entering the spinal cord are subject to

3 Indeed, experiments performed in slices of tissue from the hippocampus
(a region involved in learning and memory)—enabling stimulation of single
axospinous synapses—suggest that enduring changes (LTP) may be limited to
the stimulated synapse. However, it seems that nearby synapses (10-20 syn-
apses within a distance of 10 pm along the dendrite) have lowered thresholds
for induction of LTP for some minutes after the stimulation. Such “crosstalk”
among nearby synapses is presumably caused by dendritic spread of a diffusible
substance produced in the stimulated spine.
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FIGURE 4.7 Presynaptic inhibition is mediated by axoaxonic synapses.
The example is from the spinal cord where an inhibitory interneuron
contacts the terminal of a sensory nerve fiber (from a spinal ganglion
cell). The interneuron releases GABA that opens CI™ channels and
thereby depolarizes the postsynaptic nerve terminal (frame). This
leads to release of less transmitter. See text for further explanations.
(Based on Alvarez 1998.)

powerful presynaptic inhibition. In this way, signals to
a sensory neuron from pain receptors can be selectively
inhibited, while signals from other receptors are passed
on unaltered.

Mechanisms of Presynaptic Inhibition and Facilitation

Several mechanisms may be involved in presynaptic
inhibition. The phenomenon has been most studied in
the spinal cord dorsal horn, where axoaxonic synapses
are formed by inhibitory interneurons as they contact
terminals of primary sensory afferents (Fig. 4.7). The
transmitter released from the interneuron (usually
GABA) opens chloride channels in the postsynaptic ter-
minal (bouton). In most neurons, opening of chloride
channels either hyperpolarizes or short-circuits the
membrane, as described. In the sensory terminals in
the cord, however, opening of chloride channels
depolarizes the membrane, due to an unusually high
intracellular chloride concentration. (To uphold this
concentration gradient, these sensory neurons are
equipped with a special transport mechanism for chlo-
ride coupled to the sodium—potassium pump). In this
way, the equilibrium potential of Cl"is more positive
(=30 mV) than the resting potential (-65 mV) and, con-
sequently, chloride ions move out of the nerve terminal

when chloride channels open. But how can depolariza-
tion of the presynaptic terminal reduce transmitter
release? The answer seems to be that depolarization
reduces the amplitude of action potentials as they
invade the postsynaptic terminal; in turn, this leads to
opening of fewer voltage-gated calcium channels.
Because the amount of transmitter released is propor-
tional to the influx of Ca®, less transmitter will be
released. It remains to be explained why depolarization
of the postsynaptic terminal reduces the amplitude of
the action potential. The most likely explanation is that
depolarization inactivates some voltage-gated sodium
channels in the postsynaptic terminal. In addition,
direct influence on Ca™ channels by the transmitter
released from the presynaptic terminal may also con-
tribute to presynaptic inhibition.

Presynaptic facilitation can be elicited by axoaxonic
synapses by increasing Ca’* influx in the postsynaptic
bouton. Closure of K channels by the presynaptic
transmitter prolongs the action potential by slowing the
repolarization phase, thereby allowing more Ca™ to
enter the postsynaptic bouton.

Why Do We Need Inhibitory Synapses?

Inhibitory synapses are present everywhere in the CNS
and are of vital importance for its proper functioning.
For example, inhibition is necessary to suppress irrele-
vant sensory information, thereby enabling us to con-
centrate on certain events and leave others out. Inhibitory
synapses also serve to increase the precision of sensory
information by, for example, enhancing contrast
between regions with different light intensity in visual
images.

Inhibition is also necessary for another reason—
namely, to interrupt or dampen excitation, which might
otherwise lead to cell damage. As mentioned earlier,
ions have to be pumped through the cell membrane
in order to maintain osmotic equilibrium. If many neu-
rons fire continuously with high frequency, even maxi-
mal pumping may be insufficient in this respect.
Increased extracellular potassium concentration depo-
larizes neurons, thereby increasing further the neuronal
excitation; this leads to more potassium extracellularly,
and so on. Epileptic seizures are due to uncontrolled
firing of groups of neurons, and drugs reducing the ten-
dency for seizures generally increase the effect of inhib-
itory transmitters. Figure 4.8 shows how an excitatory
neuron can limit its firing by way of an inhibitory
interneuron. Although not shown in the figure, the
interneuron is influenced by many other neurons that
serve to adjust the brake, as it were. Such arrangements
are common, for example, among the motor neurons
that control muscle contractions (see Fig. 21.14). In
general, inhibitory interneurons increase the flexibility
of the nervous system.
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FIGURE 4.8 Inhibitory interneuron (B) mediating negative feedback

to the projection neuron (A). Arrows show the direction of impulse
conduction.

Signaling by Disinhibition

In some instances, inhibitory synaptic couplings may
lead to increased rather than decreased excitation. This
occurs when inhibitory neurons inhibit other inhibitory
neurons that in their turn act on excitatory ones
(Fig. 4.9). With such an arrangement, firing of the first
inhibitory interneuron (green) inhibits the next inhibi-
tory interneuron, which thereby reduces its activity.
Thereby, the excitatory neuron (red) receives less inhi-
bition and increases its firing. This is called disinhibi-
tion, and it plays an important role in diverse structures
such as the retina and the basal ganglia (Fig. 23.14).
If an inhibitory interneuron contacts both excitatory
and inhibitory neurons, it might produce both inhibi-
tion and disinhibition at the same time in different neu-
rons. By controlling the firing of such interneurons,
central command centers—such as the motor cortex—
can direct the signals in the desired direction. This
occurs, for example, in the spinal cord where inhibitory
interneurons serve to select the muscles that are best
suited for a particular task.

SYNAPTIC PLASTICITY

Basis of Learning and Memory?

There is much evidence that synapses can alter their
structure and function in an activity-dependent or use-
dependent manner: that is, they are plastic. This means

FIGURE 4.9 Disinhibition. Two inhibitory neurons (green) coupled in
series increases the activity of an excitatory neuron (red).
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that for a shorter or longer period, the postsynaptic
action may be enhanced or reduced, as evidenced by
altered amplitude of the postsynaptic potentials.
Further, much experimental evidence supports the
hypothesis that synaptic plasticity is the cellular basis of
learning and memory. Martin, Grimwood, and Morris
(2000, p. 650) express the hypothesis as follows:
“Activity-dependent synaptic plasticity is induced at
appropriate synapses during memory formation, and is
both necessary and sufficient for the information stor-
age underlying the type of memory mediated by the
brain area in which that plasticity is observed.” When
we learn, most likely numerous synapses change their
efficacy within distributed neural networks; when we
later can recall what we learned, it must mean that syn-
aptic changes have been retained. When we forget, one
reason may be the decay of learning-related synaptic
changes. Obviously, the most difficult part of the
hypothesis to prove is a causal relationship between spe-
cific synaptic changes and memory in behavioral terms.

Under Which Conditions do Synaptic Changes Occur?

Only a minute fraction of all the information reaching
the brain is retained in memory, and correspondingly,
use of a synapse does not always change its subsequent
behavior. To induce a change, the presynaptic influ-
ences must conform to certain patterns. In general,
plastic changes are likely to occur when the presynaptic
activity is particularly strong and coincide in time with
the postsynaptic neuron firing an action potential.” This
makes sense, as the immediate firing of an action poten-
tial after a synaptic input might be regarded as a sign of
success. This situation is likely to arise only when sev-
eral excitatory synaptic inputs reach the neuron at the
same time. Looking for the functional meaning of
simultaneous inputs, a crucial point may be the ability
of neurons to detect coincidences. For example, a sen-
sory input is significant only in a certain context, and
only then should it be remembered. Accordingly, syn-
aptic changes would occur only when information
about the sensory event and its context coincide.
However, contextual information should lead to synap-
tic change only if it signals that the sensory stimulus is
important or unexpected. Indeed, in many situations, it
appears that synaptic change depends on the coinci-
dence of a specific input mediated by activation of
ionotropic receptors and a modulatory input mediated
by metabotropic receptors (Fig. 4.10). The first input
provides fast and precise information—for example,

4 This was postulated by the Canadian psychologist Donald Hebb in 1949
(p. 62) in an influential attempt to explain the cellular basis of learning: “when
an axon of cell A is near enough to excite a cell B and repeatedly or persistently
takes part in firing it, some growth process or metabolic change takes place
in one or both cells such that Ais efficiency, as one of the cells firing B, is
increased.”
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FIGURE 4.10 Synaptic plasticity. Learning—that is, synaptic change—
depends in this example on simultaneous action of a specific synaptic
input and a modulatory one. The latter provides a signal about the
salience of the specific stimulus.

about the nature of a sensory stimulus—the other about
the salience of the stimulus.

Mechanisms for Synaptic P|osticify

Broadly speaking, a change of synaptic efficacy may
arise because:

e The presynaptic terminal releases more or less neu-
rotransmitter in response to an action potential.

e The postsynaptic neuron has increased or reduced
its response to the transmitter.

We have discussed the complex cellular processes that
link an action potential to transmitter release (see, e.g.,
Figs. 4.1 and 4.2), and many of the factors involved
have been shown experimentally to change their activ-
ity in a use-dependent manner. For example, there may
be changes in the amount and activity of intracellular
second messengers and protein kinases (among other
things, regulating ion channels and receptor proteins).
The properties, number, and distribution of transmitter
receptors are also subject to activity-dependent modifi-
cations. Nevertheless, in spite of the large number of
molecular mechanisms involved in induction and
maintenance of synaptic plasticity, increased intrac-
ellular calcium concentration appears as a rule to
initiate the process. The further pathways from a cal-
cium signal to altered synaptic efficacy are multifari-
ous and only partly known. With regard to structural
correlates of synaptic plasticity, we mentioned above
that spines undergo changes of size and form that are

correlated with altered synaptic efficacy. Further,
the formation of new synapses (synaptogenesis) and
elimination of old ones is very prominent during
pre- and postnatal development but occur throughout
adult life.

Enduring changes in neurons—at either a molecular
or a structural level—require altered protein synthesis.’
Proteins have a restricted lifetime, however, and long-
term change would therefore require long-term (in
many instances life-long) alteration of gene expression.
We now have much evidence that even synaptic activity
lasting for minutes or less may produce altered expres-
sion of certain genes that encode for transcription
factors (see Chapter 3, under “Markers of Neuronal
Activity”). The experimental evidence so far mainly
concerns transitory changes of gene expression; never-
theless, a number of genes have been shown to alter
their expression in long-term synaptic changes.
Although the complex signaling pathways that link
neuronal activity to gene expression are thus starting to
be revealed, many questions remain. It is not clear,
for example, how the altered gene expression can
be directed to certain synapses (those subjected to a
“memorable” input) and not to others.

Kinds of Synaptic Plasticity

Several kinds of synaptic plasticity have been described
on the basis of animal experiments, and more are prob-
ably yet to be discovered. It is customary to distinguish
between short-term and long-term synaptic plasticity,
without a sharp transition. Short-term plasticity lasts
from less than a second to some minutes, whereas long-
term plasticity can last for at least several weeks. For
practical reasons it is not feasible to study the phenom-
enon for longer periods in experimental animals.
Nevertheless, if synaptic plasticity underlies memories,
we know from our own experience that some synaptic
changes must last for a lifetime.

The ability of synapses to express plastic changes is
subject to regulation by various signal substances. This
phenomenon is called metaplasticity. Generally, meta-
plasticity may serve homeostatic purposes, by keeping
plastic changes within certain limits. However, plastic-
ity may probably also be up- or down-regulated by
environmental challenges (“enriched” environment,
stress), and in neurological diseases (e.g., Alzheimer’s
disease, stroke, and Parkinson’s disease).

5 Brain-derived neurotrophic factor (BDNF) is an example of a growth factor
that appears to be instrumental for induction of certain forms of long-term
synaptic plasticity. Interestingly, BDNF plays a role in many brain processes in
which synaptic plasticity plays a prominent role (from brain development to
mental diseases).



Short-Term P|asticity

When action potentials reach the nerve terminal at
relatively brief intervals, the amplitude of the ensuing
postsynaptic potentials often increases gradually. This
phenomenon is called facilitation and is due to increased
transmitter release by each presynaptic action poten-
tial. The postsynaptic effect increases for each action
potential until reaching a steady state after about 1 sec
and then decays rapidly when stimulation stops.
Further, at some synapses a series of presynaptic action
potentials produce increased synaptic efficacy for min-
utes after the stimulation ends. This is called (synaptic)
potentiation, and like facilitation, it is due to increased
transmitter release from the nerve terminal. Potentiation
can be particularly strong and long lasting after tetanic
stimulation (action potentials with maximal frequency).
This is called posttetanic potentiation. The presynaptic
terminal “remembers” that it recently received unusu-
ally intense stimulation and alters its behavior accord-
ingly. Facilitation and posttetanic potentiation are
examples of short-term plasticity that are important
for the nervous system’s capacity for storage of infor-
mation. Short-term depression—that is, a weaker post-
synaptic response with repeated presynaptic action
potentials—is probably due to insufficient renewal of
the releasable synaptic pool (Fig. 4.2).

Long-Term P|osticity: LTP and LTD

Long-term plasticity means changes of synaptic efficacy
lasting for hours to weeks (years). Long-term potentia-
tion (LTP) and long-term depression (LTD) can some-
what arbitrarily be defined as activity-dependent
increases or decreases of synaptic efficacy that lasts for
more than 1 hour. Presumably, LTP and LTD represent
storage of information that is in some way meaningful
to the individual (or interpreted as such). With these
forms of long-term plasticity, cellular changes occur
presynaptically and postsynaptically (not only presyn-
aptically, as do facilitation and posttetanic potentia-
tion). Different forms of both LTP and LTD have been
described; they differ with regard to duration, the kind
of activity that induces them, and molecular mecha-
nisms. One important mechanism seems to be the inser-
tion of new receptors in the postsynaptic membranes,
which increases the receptor density and the effect of
each quanta of transmitter released from the presynap-
tic terminal (see “Silent Synapses” later). Regardless of
molecular mechanisms involved in the expression of
LTP and LTD, the end results are input-specific altera-
tions of synaptic efficacy (see also Chapter 32, under
“LTP and Memories™).

LTP and LTD are evoked by different patterns of
synaptic inputs. Whereas high-frequency firing or two
simultaneous inputs induces LTP, low-frequency firing
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or two inputs that are out of phase induces LTD.
It seems reasonable that intense activity and synchroni-
zation of specific inputs strengthens connections within
a network, whereas low activity or desynchronized
inputs reduce strength of connectivity—the latter being
interpreted as “noise” rather than meaningful informa-
tion. Further, it appears that LTP is induced if a presyn-
aptic action potential repeatedly precedes firing of the
postsynaptic cell, whereas LTD occurs if the postsynap-
tic firing precedes the presynaptic action potential. In
this way, inputs that cause postsynaptic firing (that is,
“successful” ones) are strengthened, whereas inputs that
do not contribute to postsynaptic firing are weakened.

It may seem paradoxical that the opposite phenomena—
LTP and LTD—are both induced by an increase in
intracellular Ca®*. There is evidence, however, that
intracellular responses to calcium transients can vary
depending on their magnitude, time course, and site of
origin.

Silent Synapses

It might seem unlikely that the brain contains a large
number of synapses that are not in use. Nevertheless,
there is now strong evidence that some synapses do not
transmit a signal, even though the nerve terminal is
invaded by action potentials (this is mainly studied in
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FIGURE 4.11 Getting silent synapses to “speak up.” Activation of
NMDA receptors leads to rapid influx of Ca™ ions into the spine.
This induces transport of so-called recycling endosomes—containing
AMPA receptors—from the dendrite to the spine head. The transport
depends on interaction between actin filaments and a special form of
myosin molecules in the spine shaft.
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the cord and the hippocampus). This is not just a case
of low release probability, because even repeated pre-
synaptic firing is without effect (the probability that a
presynaptic action potential releases the content of a
synaptic vesicle varies enormously in the CNS). Further,
in some areas stimulation of an axon evokes a weaker
response than expected from the number of terminals.
The reason for synapses being silent can be lack of
either transmitter release or a postsynaptic response to
the transmitter (due to lack of receptors or that the
receptors are blocked). There is evidence of both mech-
anisms. For example, some glutamatergic synapses
in the hippocampus lack the ionotropic amino-
methylisoxazole-propionic acid (AMPA) receptors,
while expressing voltage-dependent N-methyl-p-aspartate
(NMDA) receptors (these are further described in
Chapter 5, under “Glutamate Receptors”). Such synapses

are silent because “normal” presynaptic glutamate
release does not activate them. This is because the open-
ing of NMDA receptors requires a certain magnitude of
depolarization in addition to binding of glutamate. If
NMDA receptors are opened by particularly strong
depolarization of the postsynaptic membrane, however,
this may, in turn, lead to the insertion of AMPA recep-
tors in the postsynaptic membrane (Fig. 4.11). The
receptors are transported rapidly from endosomes to
the postsynaptic density, as shown with fluorescence
labeling methods. Afterward, the synapse is no longer
silent but “speaks up” when glutamate is released. In
many instances, LTP may be caused by silent synapses
being activated by insertion of AMPA receptors. The
finding that silent synapses appear to be most numer-
ous shortly after birth (in rats) supports their possible
role in learning and memory.



5 | Neurotransmitters and Their Receptors

OVERVIEW

Certain general properties of neurotransmitters were
outlined in the preceding chapters. We recall that a sig-
nal is conveyed from one neuron to the next by release
of a neurotransmitter (transmitter). “Conventional” or
“classical” neurotransmitters are small molecules, such
as amino acids and amines. Another important group
of signal substances, released at synapses, are peptide
molecules, called neuropeptides. Although the “typi-
cal” transmitter is released and acts at receptors in a
synapse, many transmitter receptors are found extra-
synaptically, that is, without connection to a synapse.
Indeed, many transmitters act both at synapses and
extrasynaptically. The latter action is called volume
transmission, and is obviously less precise than synaptic
transmission. Many receptors are located presynapti-
cally on nerve terminals. Some of them are autorecep-
tors (binding the transmitter released from the terminal),
and others are heteroreceptors (binding other transmit-
ters released from neurons in the vicinity). Many nerve
terminals contain more than one transmitter; often a
classical transmitter is colocalized with one or more
neuropeptides.

Synthesis of a transmitter usually depends on the
activity of a key enzyme, which controls the amount
of transmitter available at a synapse. Transmitter
receptors far outnumber the transmitters; thus each
transmitter usually acts on several ionotropic and
metabotropic receptors. The effects of a transmitter on
a certain neuron therefore depend on which receptors
the neuron expresses. Both the amount of transmitter
available for release and the postsynaptic receptors are
subject to use-dependent plasticity.

The most important amino acid transmitters are
glutamate and y-aminobutyric acid (GABA). Both are
present in virtually all parts of the central nervous sys-
tem (CNS), and are responsible for most of the fast and
precise synaptic transmission, by acting on ionotropic
receptors. Glutamate is the dominant excitatory trans-
mitter, whereas GABA is inhibitory. These transmitters
mediate most of the spatially and temporally precise
excitation and inhibition needed for perception, move-
ments, and cognition. Glutamate binds to three families
of receptors (amino-methylisoxazole propionic acid
[AMPA], N-methyl-p-aspartate [NMDA], and meta-
botropic glutamate receptors). The AMPA receptors are
typical ionotropic receptors with fast excitatory action,

whereas the NMDA receptors have properties that
make them especially suited to detect coincidences and
induce long-term potentiation (LTP). GABA acts on
ionotropic GABA, receptors and metabotropic GABA,
receptors.

Acetylcholine is used as transmitter by a limited num-
ber of neurons in the brain stem and basal forebrain,
while axonal ramifications of the neurons occur in most
parts of the brain. Acetylcholine acts on ionotropic nic-
otinic receptors and metabotropic muscarinic receptors.
The latter type dominates in the CNS, and the actions
of acetylcholine are especially related to motivation,
sleep—wakefulness, and memory. The group of biogenic
amines includes the monoamines dopamine, norepi-
nephrine (epinephrine), and serotonin (and in addition
histamine). Like acetylcholine, these transmitters are
produced in a small number of neurons but neverthe-
less act in most parts of the brain. They bind mostly to
metabotropic receptors, with actions related to arousal,
mood (emotions), and synaptic plasticity. In general,
acetylcholine and the biogenic amines have modulatory
actions that serve to regulate the excitability of neu-
rons, thus determining the magnitude of response to
fast-acting transmitters such as glutamate and GABA.
Adenosine triphosphate (ATP) and nitric oxide (NO)
function as signal substances with transmitter-like
actions in the CNS.

A large number of neuropeptides have modulatory
and metabolic actions in the brain, and influence a
variety of processes, from basic homeostasis to complex
behaviors.

GENERAL ASPECTS

How to Prove that a Substance Functions as a
Neurofransmitter

Many signal substances present in the brain are small
molecules, including the amino acids glutamate,
glycine, and GABA, and the amines norepinephrine,
dopamine, serotonin, and histamine. Acetylcholine and
ATP also belong to this group. Other signal substances
are peptides and therefore fairly large. Such neuropep-
tides are chains of 5 to 30 amino acids. In general, the
functions of the neuropeptides are far less clarified than
those of the small-molecule transmitters. To prove that
a substance present in a neuron actually functions as a
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neurotransmitter is not easy. It is not sufficient that
neurons express specific binding sites for a substance;
hormones, growth factors, and other molecules also
bind to neuronal membrane receptors. Neither are there
clear-cut chemical differences between neurotransmit-
ters and other intercellular signal molecules. Indeed, the
same molecule may function in several roles; for exam-
ple, norepinephrine is both a neurotransmitter and a
hormone. Further, some molecules—such as glutamate
and glycine—are intercellular signal molecules and have
a role in cellular metabolism (e.g., as building blocks
for proteins).

To prove that a substance functions as a signal mol-
ecule, one must show the presence of corresponding
receptors and that the substance is released in sufficient
amounts (under physiological conditions) to activate
the receptors. Additional criteria must be met to clas-
sify such a signal substance as a neurotransmitter, how-
ever. The substance must be produced by neurons, it
must be stored in nerve terminals and released by depo-
larization, and the release must be calcium dependent.
In addition, the released substance must be directly
responsible for the postsynaptic changes. Finally, there
must exist mechanisms for inactivation of the transmit-
ter after release. Only a few signal substances have met
all of these criteria when tested experimentally. For
several others, the probability that they function as
transmitters is nevertheless high, and they are often
described as transmitters without reservation. Strictly
speaking, however, they should be termed “transmitter
candidates” or “putative transmitters.” Acetylcholine
was the first substance to be classified with certainty as
a transmitter. The excitatory action of glutamate was
discovered in the 1950s, but only toward 1990 was the
neurotransmitter status of this ubiquitous amino acid
verified.

Determination of Neuronal Content of
Neurotransmitters and Distribution of Receptors

With biochemical methods, the content of transmitters
in parts of the brain and in subcellular fractions can be
determined. To obtain further knowledge, however, it
is also necessary to link the transmitters to specific neu-
rons with known connections and physiological prop-
erties. The first possibilities of studying the anatomy of
neurons with known transmitters arose in the 1960s,
when it was discovered that monoamine-containing
neurons could be made fluorescent by a special treat-
ment with formaldehyde. This marked the beginning of
intense investigations, with other methods as well, to
characterize neurons with regard to connections and at
the same time with regard to their transmitters. The
introduction of immunological methods, such as immu-
nocytochemistry, to localize substances in nervous
tissue has been of particular importance. By purifying a

potentially interesting substance present in nervous
tissue, antibodies may be raised against it. The antibod-
ies bind antigens where they are exposed in the tissue
sections, and the antibodies can be visualized subse-
quently with the use of secondary antibodies. The sec-
ondary antibodies may be labeled with a fluorescent
molecule, or they may be identified in other ways. Such
methods have been widely used to demonstrate the
localization of enzymes that are critical for synthesis or
degradation of certain transmitters, such as tyrosine
hydroxylase, which is necessary for the synthesis of
dopamine and norepinephrine (Fig. 5.1A), choline
acetyltransferase (ChAT) for synthesis of acetylcholine
(Fig. 5.1B), and glutamic acid decarboxylase (GAD) for
GABA. Even transmitter molecules that are themselves
too small to serve as antigens can be specifically identi-
fied in tissue sections via immunocytochemical methods
when conjugated to tissue proteins (with glutaralde-
hyde). This is the case for GABA (Fig. 5.1C), glutamate,
and glycine. Immunocytochemical methods can also be
applied to ultrastructural analysis, in order to deter-
mine the transmitter accumulated at specific synapses
and also whether the transmitter is localized to certain
organelles, such as presynaptic vesicles (Fig. 5.2).
Combination of axonal transport methods and immuno-
cytochemical procedures makes it possible to determine
the connections, as well as the transmitter candidates
and other neuroactive substances of specific neuronal
groups.

Even though the determination of the transmitter
candidates present in a neuron is of great importance, it
is not always possible to know whether the substance
has been synthesized in the cell or whether it has merely
been taken up. Further, the concentration of a transmit-
ter in parts of a neuron may be so low that it cannot be
reliably detected with immunocytochemical methods.
The use of in situ hybridization techniques helps to
overcome this kind of problem. By these methods, it is
not the neuropeptides or enzymes related to transmitter
metabolism that are demonstrated but the presence of
the corresponding mRNA.

Volume Transmission: Extrasynaptic Transmitter
Release and Actions

A neurotransmitter (transmitter) is usually defined as a
chemical substance that is released at a synapse and
transmits a signal from one neuron to another (or to
muscle cells or glandular cells). However, not all sub-
stances, otherwise behaving as neurotransmitters, are
released at synapses (Fig. 5.3). In some places, neu-
rotransmitters are released from axonal varicosities
that do not form synapses. Further, many transmitter
receptors are present extrasynaptically—that is, in
the neuronal membrane outside synapses (Fig. 5.3).
Therefore, some neurotransmitters act both at typical
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FIGURE 5.1 Immunocytochemical demonstrations of neurotransmitters.
A: Dopaminergic neurons (substantia nigra) are visualized with an
antibody against the enzyme tyrosine hydroxylase, which is involved
in the synthesis of dopamine (Fig. 5.7). Neurons in between the black,
labeled ones—not containing the enzyme—are not visible. Note that
the method does not demonstrate the transmitter itself. B: Cholinergic
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FIGURE 5.2 Electron microscopic, immunocytochemical demonstration
of neurotransmitters. The small black dots represent gold particles
bound in the tissue where GABA is present. The gold particles are
conjugated to an antibody directed against a GABA—protein com-
plex. The gold particles are concentrated over a particular kind of
bouton (b), whereas dendrites (d) and part of a cell body (Gr) are not
labeled. Another kind of nerve terminal (Mf) is also unlabeled and
most likely contains a neurotransmitter other than GABA. Rat cere-
bellum. (Courtesy of Prof. O. P. Ottersen, Department of Anatomy,
University of Oslo.)
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neurons (basal nucleus) are visualized with an antibody against the
enzyme choline acetyltransferase C: GABAergic neurons are visual-
ized with an antibody that binds to a GABA-protein complex in the
section. The brown cell bodies, showing GABA-like immunoreactiv-
ity, are interneurons in a brain stem nucleus (monkey). The small
brown dots are partly dendrites, partly axons and nerve terminals.

synapses and more diffusely like local hormones—that
is, on all receptors with the proper specificity within a
certain distance from its release site. The distance
depends on how quickly the transmitter is inactivated
and how easily it diffuses. It appears that the effective
distance is in the range of a few micrometers from the
release site. We use the term volume transmission to
distinguish this kind of transmitter action from the spa-
tially precise action at synapses. The narrow definition
of transmitters, focusing on their actions at synapses,
fits well for transmitters such as glutamate and GABA
with spatially and temporally precise actions. Other
transmitters with mainly modulatory actions, such as
norepinephrine, dopamine, and serotonin, act also by
volume transmission. These different forms of trans-
mitter actions complicate the analysis of how neu-
rotransmitters control neurons and human behavior.

Colocalization of Transmitters

It was formerly assumed that each neuron releases only
one transmitter. Recent studies have shown, however,
that nerve terminals often contain more than one trans-
mitter. Such colocalization of transmitters appears to
be the rule rather than an exception. In most cases
described so far, a small-molecule, “classical” transmit-
ter is colocalized with one or several neuropeptides.
In such cases, the terminal can evoke both fast synaptic
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actions mediated by ionotropic receptors and slow
effects mediated by  metabotropic  receptors.
Colocalization of two “classical” transmitters such as
GABA and glycine—both acting on ionotropic recep-
tors—has also been reported. GABA and glycine are
both inhibitory, and it seems reasonable that colocal-
ized transmitters exert similar postsynaptic actions.
Even this may not be universally true, however. For
example, certain spinal interneurons and neurons in the
hypothalamus release ATP (excitatory) together with
GABA (inhibitory); this means that both act on iono-
tropic receptors but apparently with opposite effects.

The widespread occurrence of colocalization compli-
cates the interpretation of one particular transmitter’s
contribution to synaptic effects, and accordingly, its
contribution to certain behaviors. Hypotheses about
neural functions and disease symptoms have often been
based on the erroneous belief that a particular neuronal
group or fiber system uses only one transmitter (the one
that was first discovered).

Transmitter Receptors in General

The many transmitters and transmitter candidates
(more than 50, including the neuropeptides) have an
even larger variety of receptor types to act on. More
than 200 different metabotropic (G protein—coupled)
receptors have been identified in the CNS. (Not all bind
neurotransmitters, however; many bind hormones and
a variety of growth factors.)

Several requirements have to be met to conclude that
a binding site for a transmitter functions as a receptor.
The “final proof” requires that the amino-acid sequence

Presynaptic

Nerve terminal

Autorecentor

FIGURE 5.3 Extrasynaptic receptors and trans-
mitter release outside synapses. Extrasynaptic
receptors are localized both at the nerve termi-
nals and on the somatic and dendritic surfaces
of the neuron. Autoreceptors bind the transmit-
ter released by the neuron itself. Note the release
of transmitter from varicosities that do not
form typical synaptic contacts.

Postsynaptic
receptors

of the receptor site has been determined. After cloning
of the protein, one can then determine whether it binds
the transmitter (and agonists and antagonists) and pro-
duces the expected physiological effects.

As discussed in Chapter 3 (under “The Structure of
Ion Channels”), all the directly acting, ionotropic,
receptors—Dbeing part of ion channel proteins—are sim-
ilarly built, with several subunits arranged around a
central pore (see Fig. 3.2). In addition, the indirectly
acting, metabotropic receptors share several structural
features, although they are quite different from the ion-
otropic receptors. The metabotropic receptors usually
consist of one large protein that makes several turns
through the membrane with hydrophilic (water-soluble)
groups on the interior and exterior of the membrane.
The receptors mediate their effects via G proteins (see
Fig. 4.2). Several receptor types with different postsyn-
aptic actions have been identified for each of the
best-known transmitters.

The most abundant transmitters, such as glutamate
and GABA, act on both ionotropic and metabotropic
receptors. The link between a neurotransmitter and its
actions is made even more complex by the existence of
subtypes of each main kind of receptor. Subtypes of the
ionotropic (directly acting) GABA receptor (GABA,)
exemplify this. Each of the protein subunits forming the
receptor (and the ion channel) comes in several variet-
ies, and different combinations of them produce numer-
ous subtypes of the GABA, receptor. These subtypes
are differently distributed in the brain. This may explain
why drugs acting on different subtypes of the GABA,
receptor have different physiological and behavioral
effects: they act on different neuronal networks.



Regulation of Receptor Density

The transmitter receptors are not static, immutable
elements of the nervous system. We have discussed
how changes in receptor density and activity may medi-
ate synaptic plasticity. This means that learning
would be expected to be associated with receptor
changes. In animal experiments, for example, stressful
psychological experiences leading to altered behavior
also alter the activity of specific transmitter receptors.
Drugs that interfere with transmitter actions often
induce changes in the receptors. A drug that blocks the
effect of a transmitter on a particular receptor type
(antagonist) may indirectly produce increased postsyn-
aptic receptor density. The reverse may occur with
drugs that mimic the transmitter (agonist). Probably
such up- or down-regulation of receptors represents an
adaptive response: an abnormally high concentration
of the transmitter (or an agonist) is counteracted by
reduced receptor activity to maintain normal synaptic
transmission. Down-regulation of receptors may
explain many of the dramatic withdrawal symptoms
that occur when an addicted individual abruptly dis-
continues a narcotic drug.

Presynaptic Transmitter Receptors

Transmitter receptors are also localized to the presyn-
aptic membrane and can thereby modulate transmitter
release (Fig. 5.3). We have discussed the axoaxonic syn-
apses that mediate presynaptic inhibition by acting on
receptors in the presynaptic membrane (see Fig. 4.7).
In addition, the presynaptic membrane can express
receptors for the transmitter released by the nerve ter-
minal itself (see Fig. 4.1). Here we use the term autore-
ceptors. Often, autoreceptors inhibit transmitter release
as a kind of negative feedback. Some neurons, for
example, dopaminergic ones, are equipped with autore-
ceptors also on the cell body and dendrites. In addition
to autoreceptors, nerve terminals may express heterore-
ceptors, that is, receptors for transmitters other than
those they release themselves (often released by nearby
terminals). Nerve terminals releasing norepinephrine
can exemplify the complexity of presynaptic modula-
tion. Such terminals can express o, adrenergic autore-
ceptors and muscarinic (acetylcholine), opiate, and
dopamine receptors that inhibit release of norepineph-
rine from the terminal. In addition, the terminals also
express B, adrenergic autoreceptors and nicotinic (ace-
tylcholine) receptors that facilitate transmitter release.
Thus, the amount of transmitter released by such a
nerve terminal depends not only on the presynaptic
activity of the neuron but also on the local milieu of the
terminal (the concentration of various transmitters and
other signal substances, as well as the presence of drugs
or toxic substances). It should not come as a surprise

5: NEUROTRANSMITTERS AND THEIR RECEPTORS 57

that the functional roles of presynaptic receptors are
not fully understood.

Synfhesis of Neurotransmitters

The small-molecule, “classical” neurotransmitters
(Table 5.1) are synthesized in the nerve terminals, the
synthesis being catalyzed by enzymes transported
axonally from the cell body. As a rule, the rate of trans-
mitter synthesis is determined by the activity of one key
enzyme. Up- or down-regulation of the enzymatic activ-
ity represents one way of changing the properties of
nerve cells—with regard to learning, for example.
Activation of enzymes often requires that they be phos-
phorylated, and this may be a result of external stimuli
that, via membrane receptors, induce increased intrac-
ellular concentration of second messengers (such as
Ca™ or cyclic AMP).

As the organelles necessary for protein synthesis are
present almost exclusively in the cell body, the neuro-
peptides must be synthesized in the cell body and subse-
quently transported to the terminals. Accordingly,
substances that block axonal transport, such as colchi-
cine, lead to accumulation of neuropeptides in the cell
body. Usually, the neuropeptides are produced as larger
polypeptides (prepropeptides) that most likely are split
into smaller units on their way to the terminals.

SPECIFIC NEUROTRANSMITTERS

Excitatory Amino Acid Transmitters: Glutamate and
Aspartate

The amino acid group contains the ubiquitous excit-
atory transmitter, glutamate (Fig. 5.4). Neurons that
release glutamate at their synapses are called gluta-
matergic. The dominant effect of glutamate in the CNS
is fast excitation by direct action on ion channels,
although it also acts on metabotropic receptors.
Glutamate is responsible for fast and precise signal
transmission in the majority (all?) of the large sensory
and motor tracts, as well as in the numerous connec-
tions between various parts of the cerebral cortex that
form the networks responsible for higher mental func-
tions. The total concentration of glutamate in the brain
is very high, although the distribution is uneven.
Notably, effective uptake mechanisms keep the extra-
cellular concentration very low (about 1/1000 of
intracellular concentration). This is a prerequisite for
glutamate’s function as a neurotransmitter—acting
only on specific receptors after controlled release from
nerve terminals. Low extracellular concentration is also
mandatory because even a small increase is toxic to the
neurons. Transporter proteins in astroglial membranes
maintain the concentration gradient (probably with a



TABLE 5.1 The Best-Known Small-Molecule (Classical) Neurotransmitters

Receptor Name Mechanism,

Distribution of Receptors

Localization of Neurons

Synthesizing the Transmitter Localization of

Transmitter Chemical Ton Permeability* Synaptic Action in the CNS' in the CNS' Neurons in the PNS

Glutamate Amino acid AMPA, ionotropic, Na” Fast, excitation “Everywhere” “Everywhere” Spinal ganglion cells

NMDA, ionotropic, Ca™ Fast, excitation

MGIuR1-5, metabotropic Slow, excitation or

inhibition, metabolic
effects

GABA Amino acid GABA ionotropic, CI” Fast, inhibition “Everywhere” “Everywhere” Gut, ganglia

GABA,, metabotropic, K*, Ca®  Slow, inhibition
Glycine Amino acid Tonotropic, CI” Fast, inhibition Brain stem, spinal cord, cerebellum
Acetylcholine Quaternary amine  Nicotinic, ionotropic, Na* Fast, excitation Cerebral cortex, spinal Motoneurons, preganglionic

cord (and other places) autonomic neurons, basal nucleus,
Muscarinic, metabotropic K7, Slow, excitation or Cerebral cortex, septal r'1uc1e1, nuclei m the reticular Parasympathetic
2 I . formation of the brain stem (and .
Ca inhibition hippocampus, thalamus ganglia
other places)
(and other places)

Norepinephrine  Amine o, (o, —0t,), metabotropic Slow “Everywhere” Locus coeruleus and diffuse cell Sympathetic ganglia

B (B,—B,), metabotropic Slow groups in the reticular formation
Dopamine Amine D,(D,, D,), metabotropic, Slow “Everywhere” (especially Mesencephalon (Substantia nigra

increase cyclic AMP basal ganglia and and ventral tegmental area)
D,(D,, D,, D,), metabotropic, Slow pre-frontal cortex)

Serotonin (5-HT) Amine

decrease cyclic AMP

5-HT,,,
5-HT,, metabotropic
5-HT,, ionotropic, Na"

metabotropic, K*

Slow, inhibition
Slow, excitation
Fast, excitation

“Everywhere”

Raphe nuclei (brain stem)

*There are more receptor subtypes than shown here.

"The table is not complete regarding distribution of neurons and receptors.
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FIGURE 5.4 Amino acid transmitters. The enzyme glutamic acid decar-
boxylase (GAD) is specific for neurons that synthesize GABA.

smaller contribution from transporters in neuronal
membranes). In situations with poor energy supply,
such as reduced blood flow or low blood sugar, gluta-
mate leaks from the cells because the uptake mecha-
nisms fail. The ensuing rise in extracellular glutamate
concentration contributes significantly to the rapid
occurrence of neuronal damage—for example, in cases
of cardiac arrest (see also Chapter 11, under “Ischemic
Cell Damage”).

The amino acid aspartate is also highly concentrated
in the CNS. It exerts an excitatory action by binding to
glutamate receptors. Although decisive evidence is still
lacking, recent studies speak in favor of aspartate being
a neurotransmitter. For example, aspartate was found
to be colocalized with glutamate in synaptic vesicles
and released by exocytosis. Nevertheless, the distribu-
tion of possible aspartatergic synapses seems to be
very limited in the brain. Therefore, with regard to
excitatory synaptic transmission, aspartate must play a
minor role compared with glutamate.

Synthesis of Glutamate

Glutamate is synthesized from two sources in the nerve
terminals: glucose (via the Krebs cycle) and glutamine
that is synthesized in glial cells and thereafter trans-
ported into the neurons (Fig. 5.5). Glutamine is con-
verted in mitochondria to glutamate by the enzyme
glutaminase. Specific transport proteins in the vesicle
membrane fill the synaptic vesicles with glutamate.
Glutamate is released as other transmitters by calcium-
dependent exocytosis. Released glutamate is taken up by
glia and converted to glutamine by the enzyme glutamine
synthetase. Glutamine is then transported to nerve ter-
minals, converted to glutamate, and so forth. Figure 5.5
shows the “glutamate-glutamine circuit,” which ensures
reuse of the transmitter. Another advantage with the
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FIGURE 5.5 The glutamate—glutamine “circuit.” The enzyme glu-
tamine synthetase converts glutamate (Glu) to glutamine (Gln) after
uptake by glial cells. In contrast to glutamate, glutamine is neutral to
neurons. Glutamine is transferred to nerve terminals where it is used
to synthesize new glutamate that is concentrated in vesicles for
release, and so forth.

circuit is that glutamine, unlike glutamate, does not
influence neuronal excitability, and is not toxic in high
concentrations. Therefore, its concentration need not
be strictly controlled.

Glutamate Receptors

As mentioned, the dominant action of glutamate in the
CNS is fast excitation by direct binding to ionotropic
receptors. In the early 1980s, however, additional kinds
of glutamate receptors (GluRs) were found. We now
recognize three groups or families of receptors that glu-
tamate can bind to: AMPA/kainate receptors,’ NMDA
receptors, and metabotropic glutamate receptors
(mGluRs). The two first groups are glutamate-gated
ion channels (ionotropic receptors). The metabotropic
glutamate receptors are G protein—coupled, like other
metabotropic receptors. The various glutamate recep-
tors were discovered via use of glutamate analogs that
turned out to act only on certain kinds of receptors.
The receptors were named after the analog that acti-
vated them selectively (amino-methylisoxazole propi-
onic acid [AMPA]; N-methyl-p-aspartate [NMDA]).
Cloning of the receptor proteins in the early 1990s
showed that AMPA, NMDA, and metabotropic recep-
tors belonged to different protein families. To date, 10

1 Kainate receptors belong to the same family of ionotropic receptors as
AMPA receptors. They have been identified in many parts of the CNS and can
be localized both pre- and postsynaptically. The concentration of kainate recep-
tors is low in most areas, and they have not been as extensively studied as AMPA
and NMDA receptors. Their total contribution to fast excitation—as compared
to that of AMPA receptors—is therefore still not clarified. Kainate receptors are
expressed in spinal ganglion cells (sensory neurons), and animal experiments
suggest that blockage of these receptors may alleviate chronic pain.
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varieties of AMPA/kainate receptors, S NMDA receptors,
and 8 metabotropic receptors have been cloned.”

AMPA receptors are ion channels admitting Na* (and
K"), which is typical of fast, excitatory synapses. The
current view is that AMPA receptors are responsible for
the majority of the fast excitatory signals in the CNS
(mediating, e.g., precise sensory information and motor
commands).

NMDA receptors have properties that distinguish
them from other ionotropic receptors. They have
attracted much interest due to their role in long-term
potentiation (LTP), and, therefore, most likely in learn-
ing and memory. They have a much slower synaptic
action than the AMPA receptors and are engaged in
other tasks. One important feature of NMDA-gated
ion channels is that they are much more permeable to
Ca”™ than to Na® (in contrast to AMPA-gated channels).
This makes possible many postsynaptic effects of gluta-
mate binding in addition to depolarization, because
Ca®™ can trigger a number of intracellular processes
(e.g., related to synaptic plasticity). Another special
feature of NMDA receptors is that they are voltage-
dependent and remain closed at resting membrane
potential. Binding of glutamate (or NMDA) to the
receptor opens it only if the membrane is already depo-
larized—for example, by the opening of AMPA recep-
tors in the vicinity. Depolarization removes Mg”* ions
that otherwise block the channel. A final characteristic
feature is that when the NMDA channel is opened, the
flow of Ca** through it lasts much longer than an ordi-
nary EPSP (which is produced by opening the AMPA
channels).

Metabotropic glutamate receptors (mGluRs) are
located both postsynaptically and presynaptically.’
They fall into three groups, differing with regard to
which intracellular signal pathway they activate. As to
postsynaptic effects, it appears that group I mGluRs
produce a long-lasting depolarization (slow EPSP),
whereas group II has the opposite effect (slow IPSP).
Obviously, the existence of glutamate receptors with
inhibitory actions further complicates the analysis of
glutamate as a transmitter. In addition, mGluRs have

2 Glutamate receptors are expressed also in peripheral tissues such as bone
(osteoblasts and osteoclasts), in taste cells, in some ganglion cells, and in insulin-
producing cells in the pancreas where they modulate insulin secretion. NMDA
receptors (and other kinds of glutamate receptors) are expressed in the mem-
brane of unmyelinated axons that lead from nociceptors (pain receptors) in the
skin. The functions of glutamate receptors in peripheral tissues are less under-
stood than in the brain.

3 Studies with immunogold labeling indicate that metabotropic glutamate
receptors (mGIuR1) are located at the periphery of synapses, whereas AMPA
receptors occupy the central region. In addition, mGluRs are found without
relation to synapses (enabling extrasynaptic transmission, see Fig. 5.1). Such
segregation might allow the receptors to respond differentially to glutamate:
the AMPA receptors would be activated by normal presynaptic stimulation
(low frequency of action potentials), whereas mGluRs would be activated only
by high-frequency stimulation that releases large amounts of glutamate at the
synapse, or by spillover of glutamate from nearby synapses.

metabolic effects that influence various neuronal
processes—among them, the induction of LTP and
LTD. As mGluRs are thought to be involved in a sev-
eral brain diseases (e.g., epilepsy, schizophrenia, and
stroke), drugs modulating the function mGluRs are
being developed and tested in animal models of human
diseases.

NMDA Receptors: Mediators of Both Learning and

Neuronal Damage

Long-term potentiation (LTP) was described in Chapter 4.
The transmission at an excitatory synapse can be
changed for a long time when the synapse is active
simultaneously with other excitatory synapses in the
vicinity (associative LTP). In many areas in the CNS,
the induction of LTP depends on activation of NMDA
receptors, and the NMDA receptors appear to have just
the right properties for this task because they require
both postsynaptic depolarization and glutamate bind-
ing. (Not all LTP depends on NMDA receptors, how-
ever.) NMDA receptors have binding sites for substances
other than glutamate, also. The amino acid glycine
(otherwise acting as an inhibitory transmitter) binds to
the NMDA receptor, and such binding is necessary for
glutamate to open the NMDA channel. Other sub-
stances that occur naturally in the brain also influence
the activity of the NMDA receptors, and thereby pre-
sumably determine how plastic many synapses are
(metaplasticity). Changes in the concentrations of such
substances might be relevant for learning and memory
in general and for recovery after brain damage.

The NMDA receptor is also one among several
candidates for mediating cell damage after abnormal
excitatory activation (see also Chapter 11, under
“Ischemic Cell Damage”). This occurs when nervous
tissue receives insufficient oxygen (hypoxia), as in
severely reduced blood pressure, stroke, cerebral bleed-
ing, and so forth. Abnormally intense excitation may
also occur during epileptic seizures. In such circum-
stances, extracellular glutamate concentration rises
steeply and presumably, all kinds of glutamate recep-
tors are activated (see later, “Glutamate Transporters”).
Activation of NMDA receptors may nevertheless be
especially important because it can lead to a rapid
increase of the intracellular Ca®* concentration. There
is evidence that increased calcium concentration is cru-
cial for cell death, among other things by increasing
depolarization and initiating a vicious cycle that acti-
vates proteolytic enzymes and induces large concentra-
tion changes of ions. In turn, this causes osmotic
imbalance with cell swelling and potential destruction.
If activation of glutamate receptors has a crucial role
for cell death after a stroke, blockage of glutamate
receptors might be effective in reducing the damage (if
started within 1-2 hours after onset of the symptoms).



Animal experiments have yielded positive results, but
so far they have not been confirmed in humans.
Excitatory amino acid transmitters and the NMDA
receptor may also be involved in the cell damage that
occurs in various neurodegenerative disorders of the
nervous system, such as amyotrophic lateral sclerosis
(ALS) and Huntington’s disease.

While excessive NMDA-receptor activation can harm
neurons, blockage can also produce dramatic symp-
toms. This is exemplified by the drugs ketamine
(Ketalar, used as a short-acting anesthetic) and phency-
clidine (PCP, or “angel dust”) that block NMDA recep-
tors. Both drugs influence consciousness and disturb
thought processes. Side effects of ketamine used for
anesthesia are nightmares and hallucinations during
awakening. The thought disturbances resemble those
occurring in schizophrenia, and this led to the “gluta-
mate hypothesis” for this disease. Ketamine in low
doses may be effective for treating chronic pain, prob-
ably by blocking NMDA receptors on sensory neurons
in the cord. Alcohol (ethanol) also influences NMDA
receptors (besides many other actions in the nervous
system; see later, “GABA Receptors Are Influenced by
Drugs, Alcohol, and Anesthetics™).

Glutamate Transporters

Five structurally different glutamate transporter proteins
are identified, which also differ with regard to their dis-
tribution in the brain. The quantitatively dominant
transporters are concentrated in glial membranes appos-
ing neurons, particularly around synapses (see Fig. 4.1;
see also Fig. 2.5). It is not unexpected that the concen-
tration of transporters is highest in parts of the brain
with a high density of glutamatergic nerve terminals.

The transport of glutamate into glial cells is driven by
concentration gradients of Na"and K. That is, the elec-
trochemical gradient is crucial for the activity of the
transporters. Other factors also influence their activity,
however. Thus, the expression of transporter proteins
increases with activation of glutamate receptors, while
the expression decreases after removal of glutamatergic
innervation.

Glutamate Transporters and Brain Damage

Under pathologic conditions with insufficient energy
supply (e.g., low blood flow) the electrochemical gradi-
ent cannot be maintained. Because of the high intracel-
lular concentration of glutamate, the transporters
reverse their direction of transport so that glutamate is
released into the extracellular space instead of being
removed from it. In this way, the extracellular gluta-
mate concentration can reach levels several hundred
times that of the normal resting level. This leads to mas-
sive receptor activation and high flow of Na* and Ca™
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into the neurons, probably initiating a vicious cycle
leading to cell death (see also earlier, “NMDA Receptors:
Mediators of Both Learning and Neuronal Damage,”
and Chapter 11, under “Ischemic Cell Damage”).

Inhibitory Amino Acid Transmitters: GABA and Glycine

GABA is the dominant inhibitory transmitter, being
present in nearly all parts of the CNS (Figs. 5.1 and
5.2). As many as 20% of all synapses in the CNS may
be GABAergic. GABA is used as a transmitter mainly
by interneurons (most projection neurons are gluta-
matergic). It is synthesized from glutamic acid in a sin-
gle step by the enzyme glutamic acid decarboxylase
(GAD, Fig. 5.4). GABA acts on ionotropic GABA,
receptors, and metabotropic GABA, receptors. GABA
is removed from the extracellular space by high-affinity
transporters (GAT), which are mainly localized to neu-
ronal membranes (differing in this respect from gluta-
mate transporters).

GABA appears to play an important role during
development of the nervous system, and occurs very
early—even before synapses are established. When
synapses start to occur, GABA acts as an excitatory
transmitter because it depolarizes rather than hyperpo-
larizes the postsynaptic neuron (by acting on GABA
receptors).” GABA is possibly the first excitatory trans-
mitter to shape neuronal networks (before glutamate
has taken over as the dominant excitatory transmitter).
In addition, GABA influences proliferation, migration,
and maturation of neurons.

Glycine (Fig. 5.4) is also an inhibitory transmitter,
although with a much more limited distribution than
GABA. Glycine is used as transmitter by a population
of spinal interneurons and by some brain stem and cer-
ebellar neurons. Glycine receptors are parts of chloride
channels and have fast excitatory actions. Strychnine
blocks glycine receptors (thereby blocking inhibition of
spinal and brain stem motor neurons), and this explains
why strychnine poisoning produces muscle cramps.
Likewise, the tetanus toxin provokes violent muscle
spasms because it inhibits synaptic release of glycine.

GABA Receptors

In most areas, GABA acts by opening chloride chan-
nels, thereby producing a brief hyperpolarizing current
(IPSP) or short-circuiting excitatory currents (see
Chapter 3, “Mechanisms of Postsynaptic Potentials
(EPSPs and IPSPs)”). The receptor that forms the

4 This is probably due to high intracellular chloride concentration in embry-
onic neurons. The equilibrium potential for CI” is therefore more negative than
in mature neurons, so that opening of chloride channels leads to net flow of
CI” out of the neuron. The same situation appears to arise in the adult spinal
cord in certain conditions with chronic pain, that is, GABAergic interneurons
may lose their normal inhibitory action on pain transmission.
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CI" channel is termed GABA,; it consists of five
membrane-spanning subunits (similar to the acetylcho-
line receptor shown in Fig. 4.2). There are several sub-
types of the GABA, receptor, as mentioned (see earlier,
“Transmitter Receptors in General”). Besides the bind-
ing site for GABA, the GABA receptor has several oth-
ers, which are targets of alcohol and several common
drugs. GABA is normally present in low concentrations
extracellularly, and may bind to extrasynaptic GABA
receptors (Fig. 5.3). This would mediate a tonic, fairly
diffuse inhibition (in addition to the phasic one pro-
duced at GABAergic synapses). Although the function
of this tonic inhibition is unknown, it is modulated by
anesthetics, certain drugs, and alcohol.

GABA can also produce slow IPSP (long-lasting
hyperpolarization) by indirectly opening K* channels or
blocking Ca™* channels. The receptors producing these
effects are termed GABA,, and are G protein—coupled,
metabotropic receptors. GABA, receptors are found
both presynaptically and postsynaptically.” GABA,
receptors inhibit several reflexes, such as the spinal
stretch reflex (contraction in response to rapid stretch
of a muscle) and the cough reflex. Although GABA,
receptors are present in many parts of the CNS, the
concentration in most places is much lower than that of
GABA,. Accordingly, blockage of GABA, receptors
produces fewer behavioral effects than does blockage
of GABA,. It is possible that GABA, receptors are acti-
vated only under special circumstances, whereas GABA |
receptors are more continuously active.

GABA Receptors Are Influenced by Drugs, Alcohol,

and Anesthetics

Benzodiazepines, barbiturates, and some anesthetics
bind to different sites at the GABA, receptor, but all
potentiate the synaptic effect of GABA. The benzodiaz-
epines (e.g., diazepam) act by increasing the opening
frequency of the CI” channels, whereas the barbiturates
prolong their opening time. Benzodiazepines are used
to reduce anxiety and provide muscle relaxation, and
some derivatives are used as hypnotics. The barbitu-
rates have similar effects and were formerly widely used
as sedatives and hypnotics (they are now mainly used to
induce general anesthesia and to treat epilepsy). Another
drug, baclofen (Lioresal), binds selectively to the GABA,
receptor and potentiates the effect of GABA. It is
used to reduce abnormal muscle tension occurring after
damage to descending motor pathways (see Chapter 22,

5 Some sensory neurons express GABA, receptors in their peripheral ramifica-
tions, where GABA inhibits release of other transmitters. Peripheral release of
neuropeptides can cause increased local blood flow, edema, and stimulation of
pain receptors (see Chapter 13, under “Release of Neuropeptides from
Peripheral Branches of Sensory Neurons™).

under “Spasticity”).® Certain steroid hormones, among
them the female sex hormone progesterone, also bind
to GABA, receptors and produce actions similar to
barbiturates. An anesthetic drug (alphaxalone) was
developed on this basis.

The central nervous effects of both alcohol and inha-
lation anesthetics (i.e., gases used for general anesthe-
sia, such as halothane) were formerly ascribed to
unspecific membrane influences. It now seems, how-
ever, that they act mainly by way of receptor binding.
Both alcohol and gaseous anesthetics bind to (among
others) GABA, receptors and increase their activity by
increasing inhibition. Chronic alcohol consumption
down-regulates GABA, receptors, and this may con-
tribute to the development of tolerance (i.e., the dose
must be increased to achieve the same effect) and the
heightened excitability by abstinence. As mentioned,
alcohol also binds to NMDA receptors. There is evi-
dence that chronic alcohol intake leads to up-regulation
of NMDA receptors in the frontal lobes, probably
because alcohol inhibits NMDA-receptor activation.
Alcohol also increases the amount of the transmitter
dopamine in parts of the brain (especially in the nucleus
accumbens), perhaps as a consequence of reduced
NMDA-receptor activation (glutamate is believed to
reduce dopamine release). Other transmitters, such as
serotonin and neuropeptides, as well as several intracel-
lular signal pathways, are influenced by alcohol. Genetic
variations in transmitter receptors and enzyme systems
may at least partly explain why people react so differ-
ently to alcohol.

Acetylcholine

The actions of acetylcholine in the CNS are especially
important with regard to attention, learning, and mem-
ory (see Fig. 4.10; see also Chapter 26 under “Multiple
Pathways and Transmitters Are Responsible for Cortical
Activation”).” In Alzheimer’s disease—with memory
impairment as a key feature—acetylcholine and acetyl-
choline receptors in the cerebral cortex are severely
reduced (see also Chapter 10, under “Alzheimer’s
Disease and Frontotemporal Dementia [Pick’s Disease],”
and Chapter 31, under “Cholinergic Neurons Projecting
to the Cerebral Cortex™).

6 It was initially assumed that baclofen reduces muscle tension by increasing
presynaptic inhibition of sensory nerve terminals in the spinal cord, thereby
reducing the depolarization of motor neurons. Recent data indicate that axoax-
onic synapses on sensory terminals act mainly on GABA, receptors, however,
and that baclofen acts directly on the motor neurons and interneurons rather
than presynaptically.

7 Acetylcholine also influences the microcirculation of the brain, by producing
vasodilatation via muscarinic receptors and release of nitric oxide (see later,
“Nitric Oxide and Blood Vessels”). The cholinergic fibers innervating brain
vessels arise in the basal forebrain and not in the peripheral parts of the auto-
nomic nervous system.
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FIGURE 5.6 Structure of the neurotransmitter acetylcholine.

Acetylcholine is a quaternary amine (Fig. 5.6) synthe-
sized through the binding of choline to acetyl-coenzyme
A by the enzyme choline acetyltransferase (ChAT). The
presence of this enzyme is characteristic of cholinergic
neurons (neurons containing acetylcholine, Fig. 5.1).
Acetylcholine is present in somatic and autonomic
motor neurons in the spinal cord and brain stem and in
autonomic (parasympathetic) ganglia. In addition, cho-
linergic neurons make up several diffusely organized
cell groups in the brain stem (parabrachial nucleus) and
in the basal forebrain (the basal nucleus and the septal
nuclei; see Fig. 10.1).

After release, acetylcholine is broken down to cho-
line and acetate by the enzyme acetylcholine esterase
(AchE). The enzyme is very efficient: one molecule can
hydrolyze 5000 molecules of acetylcholine per second.
Choline (but not acetylcholine) is taken up into nerve
terminals by high-affinity transporter proteins. Uptake
of choline appears to be the most important factor in
regulating the synthesis of acetylcholine.

An important feature of cholinergic neurons with
axon ramifications within the CNS is that they to only
a limited extent release transmitter at typical synapses.
In the cerebral cortex, for example, axons from cholin-
ergic neurons form widespread ramifications with vari-
cosities (Fig. 5.3). Only about 10% of the varicosities
were estimated to form typical synapses when exam-
ined via serial sections and electron microscopy.
Therefore, acetylcholine must be expected to act rather
diffusely on all neurons in the vicinity equipped with
the appropriate receptors--that is, it acts mainly via
volume transmission. This fits with the fact that both
nicotinic and muscarinic receptors in the cerebral cor-
tex are localized extrasynaptically on dendrites, neu-
ronal somata, and nerve terminals (presynaptically).
The same arrangement holds for other cell groups with
widespread axon ramifications that release modulatory
transmitters (such as monoaminergic ones, discussed
later).

Acetylcholine Receptors (AchRs)

Acetylcholine can bind to two kinds of receptors: iono-
tropic nicotinic receptors (nAchR; see Fig. 4.2), and
metabotropic muscarinic receptors (mAchR). The names
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derive from the early observations that nicotine and
muscarine mimicked the effects of acetylcholine (nico-
tine and muscarine are plant alkaloids; muscarine is
present in certain kinds of poisonous mushrooms). The
nicotinic receptors produce fast, excitatory synaptic
actions, whereas the muscarinic receptors mediate indi-
rect, modulatory effects on neuronal excitability.
Depending on the subtype of muscarinic receptor pres-
ent, the effect may be inhibitory or excitatory. Nicotinic
and muscarinic receptors are distributed differently in
the nervous system, and there are several subtypes of
both (which can be distinguished pharmacologically by
use of different agonists and antagonists). For example,
different subtypes of nicotinic receptors are expressed
in striated muscle cells, in autonomic ganglia, and in
the CNS.

Seven subtypes of the nicotinic receptor have been
identified. There are three main groups: receptors in
skeletal muscle, in autonomic ganglia, and in the CNS.
The functional role of nicotinic receptor in the CNS is
not well understood, but they are present in many
places and are localized both presynaptically and post-
synaptically. They therefore may influence neuronal
excitability both directly and indirectly by modulating
release of other transmitters (e.g., glutamate). Much
better known are the actions of acetylcholine at the
cholinergic synapses between motor neurons and skel-
etal muscle cells (see Figs. 21.4 and 21.5). Binding of
acetylcholine opens the channel for cations, but the per-
meability is largest for Na*. Opening of such channels
elicits an action potential that spreads out in all direc-
tions to reach all parts of the muscle cell membrane.
This is the signal that leads to muscle contraction.
(Whereas skeletal muscle cells contain only nicotinic
receptors, smooth muscle cells are equipped only with
muscarinic receptors.)

Muscarinic receptors are quantitatively the dominant
acetylcholine receptors in the CNS. So far, five subtypes
(m1-m5) have been cloned (all are blocked by atropine)
but m1 and m2 are the quantitatively most important
ones. Whereas m1 receptors are located postsynapti-
cally, m2 receptors are found predominantly presynap-
tically. In the cerebral cortex, which receives many
cholinergic nerve terminals, a major effect of acetylcho-
line is to reduce the permeability of a K* channel by
acting on m1 receptors. This makes the neurons more
susceptible to other excitatory inputs so that, for exam-
ple, a neuron will react more easily to a specific sensory
stimulus. Another kind of muscarinic receptor opens a
K" channel, thereby producing long-lasting hyperpolar-
ization, while a third type closes a Ca” channel.

Blockers of Acetylcholine Receptors

Curare is an antagonist (blocker) of the nicotinic recep-
tors and was used as an arrow poison by South American
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natives to paralyze victims. Derivatives of curare are
used to achieve muscle relaxation during surgery.
Atropine and scopolamine are relatively unselective
antagonists of muscarinic receptors (i.e., they block all
subtypes). The snake venom o-bungarotoxin binds spe-
cifically to muscle nicotinic receptors and blocks the
effect of acetylcholine (and kills the victim by paralyz-
ing all skeletal muscles). The French neuroscientist
Jean-Pierre Changeux and coworkers achieved the first
isolation and characterization of a transmitter receptor
by use of o bungarotoxin. To obtain sufficient amounts
of the receptor, electric eels (Torpedo) were chosen for
study because they are equipped with electric organs that
produce strong electric shocks by activating nicotinic
receptors.

Nicotine Addiction

Genetic variability among AchR subunits appears to be
related to nicotine dependence; that is, persons with
genes for a certain subunit might have an increased risk
of becoming nicotine dependent. The development of
addictive behavior depends, at least partly, on nicotine-
receptor-mediated stimulation of dopaminergic neu-
rons (that release dopamine in the nucleus accumbens;
see Chapter 23, under “The Ventral Striatum, Psychosis,
and Drug Addiction”). However, the relation between
nicotine and addictive behavior is complex and several
transmitters other than dopamine are involved (e.g.,
glutamate and GABA). Further, chronic nicotine con-
sumption induces plastic changes in several neuronal
groups. At the cerebral cortical level, a region called
insula (see Chapter 34 under “The Insula”) may be
particularly important. For example, activation of neu-
ronal groups in the insula was found in a brain imaging
study to increase in relation to the person feeling an
urge for a drug. Further, smokers suffering a stroke that
damaged the insula were much more likely to quit
smoking than were smokers suffering lesions in other
parts of the brain.

Biogenic Amines

The biogenic amines constitute a subgroup of the small-
molecule transmitters. The group includes the mono-
amines norepinephrine, epinephrine, dopamine, and
serotonin (one amine group), and in addition histamine
(two amine groups). Neurons that use monoamines as
transmitters are called monoaminergic. The monoam-
ines are synthesized by enzymatic removal of the carbox-
ylic group from an aromatic amino acid (Figs. 5.7 and
5.8). Norepinephrine, epinephrine, and dopamine are
catecholamines.® Neurons that contain the monoamines

8 Catecholamines: Compounds consisting of a catechol group (benzene ring
with two hydroxyl groups) with an attached amine group.
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FIGURE 5.7 The catecholamines dopamine and norepinephrine and
the key enzymes in their synthesis.

norepinephrine, dopamine, serotonin, and histamine
are said to be noradrenergic, dopaminergic, serotoner-
gic, and histaminergic, respectively (the same terminol-
ogy is used for the receptors corresponding to these
transmitters).
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FIGURE 5.8 Serotonin. This neurotransmitter synthesized from tryp-
tophan in two enzymatic steps. It is broken down by monoamine
oxidase in the nerve terminals.



A common feature of the biogenic amines is that they
are synthesized only in a small number of neurons,
which, however, have widely branching axons. In this
way, these few neurons ensure that the transmitters can
act in most parts of the CNS. Like acetylcholine, the
biogenic amines are to a large extent released from var-
icosities without typical synaptic contacts (Fig. 5.3);
therefore, their effects are presumably mainly mediated
by volume transmission and binding to extrasynaptic
receptors. Localization and functions of monoaminer-
gic cell groups are discussed in Chapters 23 (dopamine)
and 26 (norepinephrine and serotonin).

Actions of the Biogenic Amines

The biogenic amines act (with one exception) on
metabotropic receptors; that is, they exert mainly slow,
modulatory actions. Monoaminergic (like cholinergic)
neurons are therefore suited to modulate simultane-
ously the specific information processing mediated by
glutamate and GABA in many anatomically separate
neuronal groups. This is related to regulation of atten-
tion, motivation, and mood. In addition, the monoam-
ines play important roles with regard to plasticity and
learning.

Drugs used to treat diseases such as schizophrenia,
Parkinson’s disease, and depression alter the functioning
of monoamines.

Synthesis of Biogenic Amines

Norepinephrine (noradrenaline), epinephrine (adrena-
line), and dopamine are all synthesized from the amino
acid tyrosine (Fig. 5.7). Tyrosine is taken up from the
bloodstream by active transport mechanisms and
concentrated in the nervous tissue. The synthesis of
catecholamines goes through several enzymatic steps.
The first is the conversion of tyrosine to dihydroxyphe-
nylalanine (DOPA) by the enzyme tyrosine hydroxylase
(Fig. 5.7), which appears to be rate limiting for the
synthesis of catecholamines under most conditions.
The activity of tyrosine hydroxylase is regulated by
negative feedback from released catecholamines by way
of presynaptic autoreceptors (other factors also influ-
ence the activity, however). DOPA is converted to dop-
amine by the enzyme aromatic amino acid decarboxylase
(DOPA decarboxylase). The reaction is so rapid that
very little DOPA can be detected in the brain normally.
Therefore, the synthesis of dopamine can be increased
by artificial supply of DOPA (in the form of levodopa,
Sinemet, Parcopa), as done in Parkinson’s disease in
which parts of the brain have very low levels of dop-
amine. (Dopamine itself does not pass the blood-brain
barrier and therefore cannot be used therapeutically.)
Norepinephrine is synthesized from dopamine by the
enzyme dopamine B-hydroxylase (Fig. 5.7). The detection
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of this enzyme in tissue sections is used to identify
noradrenergic neurons.

Serotonin (5-hydroxytryptamine [5-HT]) is synthe-
sized from the amino acid tryptophan (Fig. 5.8). The
reaction is catalyzed by the enzyme tryptophan hydrox-
ylase (and the same aromatic amino acid decarboxylase
that catalyzes DOPA to dopamine). Tryptophan
hydroxylase is rate limiting for the synthesis of sero-
tonin, although other factors also contribute.” The
serotonin concentration is much higher in certain cell
types peripherally than in the brain (blood platelets,
mast cells, chromaffin cells in the gut, and others).
It is therefore mandatory that serotonin—like other
transmitters—cannot pass the blood-brain barrier.
Peripherally, serotonin produces contraction of smooth
muscle cells, among other effects.

Histamine hardly passes the blood-brain barrier,
and is synthesized in the brain from the amino acid
histidine.

Monoamine Receptors

Like the other neurotransmitters discussed so far, each
of the monoamines bind to several different receptors
(see Table 5.1). Monoamine receptors are found both
presynaptically and postsynaptically (as mentioned, the
majority are most likely localized extrasynaptically).
Their effects are correspondingly diverse: some mono-
aminergic receptors inhibit transmitter release, others
increase it; some produce slow EPSPs, others produce
slow IPSPs. Consequently, each monoamine can have
diverse effects, depending on the receptor repertoire of
the target neurons.

Norepinephrine (and epinephrine, which mainly
functions as a hormone) binds to two main receptor
types, o- and B-adrenergic receptors. Their effects are
often opposite, and they are differentially distributed
(these receptors are treated in more detail in Chapter 28).
In the cerebral cortex, norepinephrine produces a slow
depolarization by binding to B receptors (by indirect,
G protein—coupled closure of a K channel).

Dopamine acts on two main types of receptors—D,
and D,—with different properties and different distri-
bution in the CNS. Common to the dopamine receptors
in the D, group is that they act by increasing the synthe-
sis of cyclic AMP, whereas the D, receptors decrease it.
Usually, one uses the terms D -like (D, and D;) and
D,-like receptors (D,, D,, and D,). Dopamine receptors
are discussed further in Chapter 23 (under “Actions of
Dopamine in the Striatum”™).

Serotonin receptors fall into seven groups—5-HT | to
5-HT,—with further subtypes of each (see Table 5.1).

9 In contrast to catecholamines, the synthesis of serotonin appears not be regu-
lated by negative feedback by way of autoreceptor stimulation; that is, increased
extracellular transmitter concentration does not inhibit the synthesis.
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All of the serotonin receptors are metabotropic except
the 5-HT, receptor, which is ionotropic (belonging to
the same protein family as the other ion channel recep-
tors). The metabotropic serotonin receptors act through
different intracellular signal pathways and can have
either excitatory or inhibitory effects (evoking slow
EPSPs and IPSPs). For example, activation of 5-HT,
receptors causes inhibition by opening certain K* chan-
nels. The same neurons may also be equipped with
another kind serotonin receptor that closes K* chan-
nels, making it difficult to sort out the total effect of
serotonin. Serotonin is further discussed in Chapter 13
(under “Nociceptors”), Chapter 22 (“Monoaminergic
Pathways to the Brain Stem and Spinal Cord”), and
Chapter 26 (under “The Raphe Nuclei” and “Pathways
and Transmitters Responsible for Cortical Activation”).

Histamine Receptors—Homeostasis and Wakefulness?

Histamine receptors occur extrasynaptically and on
varicosities in many parts of the CNS. In the thalamus
and the cerebral cortex, histamine actions appear to be
involved in arousal and wakefulness. Histamine recep-
tors in the hypothalamus are most likely involved in
homeostatic processes (e.g., food and water intake,
temperature regulation, and hormone secretion). The
axon ramifications releasing histamine contact not only
neurons but also glial cells and small blood vessels.
Presumably, this also relates to homeostatic control.

Three varieties of the histamine receptor—H -H,—
have been identified in the CNS; all acting indirectly via
G proteins. H, receptors mediate the effect of histamine
on wakefulness, partly directly on neurons in the cere-
bral cortex, partly on subcortical cholinergic and mono-
aminergic neurons, which in their turn influence the
cerebral cortex. The antihistamines used against travel
sickness and allergy are H, antagonists, and this prob-
ably explains why drowsiness is a frequent side effect of
such drugs. Activation of H, receptors in the hypothal-
amus reduces food intake in experimental animals.
Many psychoactive drugs have antihistaminergic side
effects, which may be one reason why weight gain is
common among patients with long-term treatment with
such drugs.

Monoamine Removal

Transporter proteins in the membrane of nerve termi-
nals end the transmitter action and control the extracel-
lular concentration of monoamines. Glial cells do
not appear to play an important part in uptake of
monoamines (in contrast to glutamate). There are spe-
cific transporters for norepinephrine, dopamine, and
serotonin—all belonging to the same protein family
(called NAT, DAT, and SERT/5-HTT, respectively).
The two catecholamine transporters have low selectivity,

however, so that, for example, the dopamine trans-
porter also can take up norepinephrine, if it is present
in the vicinity. After uptake into nerve terminals, the
monoamines are partly transported into vesicles, partly
broken down by the enzyme monoamine oxidase

(MAO).

Monoamine Oxidase, Serotonin Transporters, and
Behavior

There are two varieties of monoamine oxidase (MAO).
MAO-A has the highest affinity to the monoamine
transmitters and is particularly concentrated in cate-
cholaminergic neurons. MAO-B is concentrated in
serotonergic and histaminergic neurons and in glia.
Mutation of the gene coding for MAO-A (located on
the X chromosome) was found in a Dutch family with
lack of MAO-A, and abnormal aggressiveness among
the male members. Correspondingly, knockout mice
that lack the MAO-A gene behave aggressively and
have increased brain levels of monoamines. These and
other findings have led some to suggest that individual
variations among the genes for monoamine oxidase
may dispose for excessive aggressiveness and violent
behaviors.

Individual differences in personality and behavior
have also been associated with genetic polymorphism
in monoamine metabolism. For example, certain variet-
ies of the gene coding for the serotonin transporter are
associated with high levels of anxiety and depression.
These traits appear to be associated with a heritable
reduced functioning of the serotonin transporter (not
increased as one might have expected, because antide-
pressants inhibit reuptake of monoamines)."’ Further,
animal experiments indicate that symptoms in adult
animals depend on reduced transporter activity during
a short period after birth. Only animals with genetic
vulnerability plus experience of psychological trauma
in this period (such as separation from the mother)
developed behavioral disturbances as adults. Therefore,
it seems that normal serotonin transmission in early
postnatal development is necessary for the development
of neuronal networks handling emotions and stress.
This assumption is further supported by other animal
experiments showing that the presence of the 5-HT,,
receptor in early development is necessary and suffi-
cient for normal anxiety-related behavior as an adult,
regardless of whether or not the receptor is expressed in
the adult animals.

When interpreting findings such as those described
here, one should bear in mind that they say more about

10 This seeming paradox can probably be explained by complex compensa-
tory processes initiated by inhibition of the transporter, such as up- and down-
regulation of receptors, enzymes, and feedback loops. Therefore, reduced
transporter activity does not necessarily lead to increased transmitter activity.



the behavior of a brain with disturbed monoamine
functions than about the normal functions of monoam-
ines. Serotonin is, for example, certainly not the sub-
strate of aggression but may—together with many other
transmitters—be necessary for normal signal process-
ing in the complex networks that generate and control
certain emotions and their behavioral expressions.
Further, genetic vulnerability of the kind described
above increases the probability of developing certain
mental disorders or personality traits, but does not
determine their development. How easily a person
becomes mentally disturbed as an adult depends on
how certain brain networks developed in early child-
hood. This, in turn, depends on a complex interaction
between inherited traits (e.g., variety of the serotonin
transporter) and the environment.

Localization of Monoaminergic Neurons

Neurons that synthesize catecholamines are largely
restricted to some small cell groups in the brain stem,
hypothalamus, and peripheral nervous system. Most
noradrenergic neurons in the CNS occur in somewhat
diffuse cell groups in the brain stem reticular forma-
tion, the locus coeruleus being the largest and most dis-
tinct one (see Fig. 26.7). The majority of dopaminergic
neurons are localized to the mesencephalon, in one
large nucleus called the substantia nigra (see Fig. 23.5)
and more diffuse cells groups in the vicinity (ventral
tegmental area, VTA). In addition, smaller numbers of
dopaminergic neurons are found in the retina, in the
olfactory bulb, and the hypothalamus.

Serotonergic neurons lie almost exclusively in a group
of nuclei near the midline of the brain stem reticular
formation, called the raphe nuclei (see Fig. 26.1).

Histamine is synthesized only in the small tubero-
mammillary nucleus in the hypothalamus.

Modulatory Transmitter “Systems”

We described some features shared by monoaminergic
and cholinergic neuronal groups (with the exception of
cholinergic motor neurons). First, a small number of
neurons send axons to large parts of the CNS—that is,
the cell bodies producing the enzymes necessary for
transmitter synthesis are very restricted in distribution,
whereas the transmitters and their receptors are present
almost everywhere. Second, each axon ramifies exten-
sively, and the terminal branches are equipped with
numerous varicosities (Fig. 5.3). As mentioned, these
varicosities only infrequently form typical synapses but
release transmitters more diffusely (volume transmis-
sion), presumably by acting largely on extrasynaptic
receptors. Finally, the transmitters act predominantly
via metabotropic receptors—exerting slow, modulatory
effects on neuronal excitability.
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These anatomic and physiological features imply that
the monoaminergic and cholinergic cell groups do not
mediate precise temporal or spatial information. They
are well suited, however, to modulate the functions of
specific glutamatergic and GABAergic systems, for
example, by improving the signal-to-noise ratio. In this
way, they may increase the precision of information
handling in many parts of the brain—for example, in
the cerebral cortex during processing of complex cogni-
tive tasks. Their widespread connections furthermore
ensure that many neuronal groups receive a similar
modulatory input, as would be important for control of
consciousness, awareness, different phases of sleep,
emotions, motivation, and so forth. Monoamines fur-
thermore set the level of excitability of spinal neurons
to control voluntary movements and of neurons that
are transmitting specific sensory information. For
example, brain stem serotonergic neurons with axonal
ramifications in the cord appear to both facilitate move-
ment and inhibit sensory transmission.

Trying to bind together seemingly disparate actions,
one might speculate that the modulatory transmitter
“systems” ensure that sensory, motor, and cognitive
processes are coordinated toward a common goal. The
modulatory transmitters would do this by mediating a
signal about the value of specific events. These specula-
tions are supported by the well-established roles of
monoamines and acetylcholine in synaptic plasticity
(Fig. 4.10).

In spite of their homogeneities, it is an oversimplifi-
cation to regard each transmitter-specific group as a
functional entity and to use terms such as “the sero-
tonin system,” “the dopamine system,” and so on.
First, the large number of receptors for each transmit-
ter, with different distributions and effects in the brain,
indicate that each transmitter-specific cell group has
complex relations to behavior. For example, dopamin-
ergic neurons influence neuronal networks engaged in
quite different behavioral tasks. Second, even if local-
izations are not sharp, each transmitter-specific group
contains subgroups that differ in where they send their
axons, and from where they receive afferents. For
example, the various serotonergic raphe nuclei (see
Fig. 26.6) send axons to different parts of the CNS.
Third, most or all monoaminergic neurons also contain
one or more neuropeptides. The effects obtained by
stimulation of one of these cell groups therefore cannot
be ascribed to one transmitter alone.

Adenosine Triphosphate and Adenosine

The purines adenosine triphosphate (ATP) and adenos-
ine can exert marked effects on neuronal excitability,
both in the CNS and peripherally. Only ATP, however,
appears to act as a transmitter (it is, e.g., concentrated
in vesicles and its release is calcium dependent).
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The effects are mediated by purinoceptors, localized
both pre- and postsynaptically. (Many other cell types
than neurons express purinoceptors—e.g., smooth
muscle cells.) P, receptors bind adenosine, while P,
receptors bind ATP. After release, ATP is enzymatically
degraded. The transmitter role of ATP is best known in
the autonomic nervous system, where it is usually colo-
calized with acetylcholine or norepinephrine and. ATP
and the “classic” transmitter are found in the same ves-
icles, and they are released together (see Chapter 28,
under “Noncholinergic and Nonadrenergic Transmis-
sion in the Autonomic Nervous System”). As a rule, ATP
excites neurons and smooth muscle cells by acting on
ionotropic receptors. There are, however, examples of
inhibitory effects of ATP (probably by way of metabotro-
pic receptors) on smooth muscle cells—for example, in
the longitudinal muscle layer of the large intestine. In
the inner ear, efferent nerve fibers to the sensory cells
(hair cells) release ATP together with acetylcholine, and
modulate the sensitivity of the sensory cells.

So far, little is known with certainty about the trans-
mitter role of ATP in the CNS, in spite of the wide dis-
tribution of purinoceptors. Some brain stem neuronal
groups appear to use ATP as transmitter (notably locus
coeruleus, where it colocalizes with norepinephrine). It
is probably also used as transmitter in a subgroup of
spinal ganglion cells—that is, sensory neurons conduct-
ing impulses from peripheral receptors to the spinal
cord (see Chapter 13, under “Primary Sensory Fibers
and Neurotransmitters”). A population of spinal
interneurons seems to release ATP in parts of the cord
that receives signals from pain receptors (laminae I and
II; see Fig. 6.10). Ionotropic P, receptors increase the
release of glutamate and substance P from terminals of
spinal ganglion cells in the dorsal horn. This may con-
tribute to the heightened excitability of spinal neurons,
which is typical of chronic pain conditions.

ATP and purinoceptors mediate signals between neu-
rons and glial cells, and may participate in the interac-
tion between the immune system and neurons.

As mentioned, adenosine has marked effects on neu-
rons, even though it is unlikely to act as a transmitter.
Injection of minute amounts of adenosine inhibits
spinal cord neurons that mediate signals from pain
receptors to the brain. Adenosine also appears to be
involved—in some yet unknown way—with the analge-
sic effects of morphine and the morphine-like substances
produced in the brain (opioids).

Purinoceptors

There are two main groups of P, receptors. One group
(P,,) consists of six ionotropic receptors with fast, excit-
atory action. The channels are most permeable to Ca™
and have a longer opening time than, for example AMPA
receptors (but much shorter than NMDA receptors).

The other group (P,,) consists of seven metabotropic
receptors. Both groups are widely distributed in the
CNS, although the transmitter role of ATP is reason-
ably certain only in a few areas. The study of ATP as a
neurotransmitter has so far been hampered by the lack
of specific receptor antagonists. P, receptors are blocked
by xanthenes, such as caffeine and theophylline.
Theophylline inhibits bronchial smooth muscle cells
and is used therapeutically in asthma.

Nitric Oxide

Nitric oxide (NO) is a gas that diffuses freely through
biologic membranes. It functions as a signal molecule in
many organs of the body, among them the nervous sys-
tem. Its functional role in the nervous system is only
partly clear, however. Even though NO often is called
an “unconventional neurotransmitter,” it does not meet
the criteria used to define a transmitter: it is not stored
in vesicles, it is not released by calcium-dependent
exocytosis, and it does not bind to membrane-bound
receptors.

In the peripheral nervous system, autonomic nerve
fibers release NO that acts on smooth muscle cells. In
the CNS, NO has a number of cellular effects and
appears to take part in the control of various systems; it
also influences behavior. It has quite different effects in
the brain depending on its concentration, however: in
low concentrations, it functions as a signal molecule
that modulates neuronal behavior, whereas it is toxic in
higher concentrations (which is perhaps not surprising
because NO is a free radical and as such very reactive).

NO is synthesized from the amino acid arginine by
specific enzymes, NO synthases, of which there are sev-
eral different types. Synthesis of NO in nerve terminals
is probably induced by the increase of intracellular Ca™
concentration that is triggered by a presynaptic action
potential. After synthesis, NO diffuses freely in all
directions. It is not only delivered into the synaptic cleft
but also enters all cells that are near the nerve terminal.
Calculations from the cerebral cortex indicate that NO
can diffuse more than 100 pm from its release site and
reach about 2 million synapses. The most abundant
NO receptor is a water-soluble, cytoplasmic enzyme,
guanylyl cyclase, which controls synthesis of cyclic
GMP. This is an intracellular messenger with various
effects, such as activating protein kinases and acting
directly on ion channels. In this way NO can modulate
neuronal excitability and firing frequency.

NO synthases are present in neurons in several parts
of the central and peripheral nervous system. In the
cerebral cortex, they are found in GABAergic neurons,
which, in addition, contain neuropeptides (substance P
and somatostatin). In other parts of the brain, NO
synthases occur in cholinergic and monoaminergic
neurons. Although we do not know the functions of



NO liberated from such neurons, there is some evidence
that NO is one of numerous factors that are involved in
the induction of LTP, and therefore presumably also in
neuronal plasticity. NO also appears to play a special
role in neurons with rhythmic firing—such as the brain
stem and thalamic neurons that regulate sleep—wakeful-
ness, and the hypothalamic neurons that control bodily
functions with daily variations (circadian rhythms).
Presumably, NO, due to its fast and wide diffusion, is
particularly suited to synchronize the activity of many
neurons.

In situations with insufficient energy supply (most
often due to reduced blood flow), increased intracellu-
lar Ca™ concentration leads to increased NO synthesis.
This seems likely to contribute to the neuronal damage
in such situations (see Fig. 10.2). On the other hand,
release of NO might improve the blood supply by
producing local vasodilatation.

NO and Blood Vessels

NO was first discovered in endothelial cells and named
endothelium-derived relaxing factor. In fact, its main
effect in most organs is relaxation of smooth muscle
cells, causing vasodilatation and increased blood flow.
NO released from autonomic (parasympathetic) nerve
fibers, for example, is responsible for penile erection.
Nitroglycerin and similar drugs give vasodilatation by
inducing synthesis of NO.

Vessels in the CNS are also affected by NO. There is
evidence that NO, together with other signal molecules,
mediates the increased local blood flow associated with
increased neuronal activity (e.g., the blood flow in the
cortical motor area increases when the neurons increase
their firing during execution of voluntary movements).

Neuropeptides

A large number of neuroactive peptides have so far
been identified in the CNS, but many of them were first
found in the peripheral nervous system and in the gut.
Although there is firm evidence of a transmitter func-
tion for only a few neuropeptides, many of them have
marked effects on physiological processes and behavior
when administered locally in the CNS. Several of the
neuropeptides elicit slow inhibitory or excitatory syn-
aptic potentials when administered in minute amounts
close to neurons, suggesting a modulatory transmitter
role. This assumption is supported by the identification
of several G protein—coupled neuropeptide receptors.
Neuropeptides can also elicit intracellular responses
related to growth and development. Normally, the con-
centrations of neuropeptides are low in neurons. The
synthesis increases, however, when the homeostasis of
the nervous system is challenged (e.g., in infections,
stroke, trauma). The way neuropeptides are released
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may perhaps fit an “emergency” role: it seems that
neuropeptide release requires a high firing frequency or
burst firing, whereas low-frequency firing suffices to
release small molecule (classical) transmitters.

The duration of action appears to be longer for neu-
ropeptides than for other neuromodulators (in spite of
the presence of extracellular peptidases). Thus, the half-
life after release can be very long (about 20 minutes for
vasopressin, for example)—giving ample time for extra-
cellular diffusion. In addition, at least some neuropep-
tides are released from dendrites. Thus, it seems that
the actions of the neuropeptides are, as a rule, rather
diffuse. Some of the neuropeptides may thus function
more like local hormones than like neurotransmitters,
as also suggested by a mismatch between the distribu-
tion of receptors for a neuropeptide and nerve termi-
nals containing the neuropeptide.

A characteristic feature of neuropeptides is that they
are colocalized in nerve terminals with small-molecule
(classical) transmitters. Whereas small-molecule trans-
mitters are stored in small, electron-lucent vesicles, neu-
ropeptides are found in larger vesicles with an
electron-dense center (dense-core vesicles; Fig. 5.9).
Two or more peptides may also coexist, and there may
be more than one small-molecule transmitter together
with the peptides.

Several neuropeptides will be mentioned in subse-
quent chapters in relation to various cell groups and
neuronal systems.

FIGURE 5.9 Nerve terminal containing both a “classical” transmitter
and neuropeptides. Large arrows show the dense-core vesicles that
contain neuropeptides with transmitter actions. Small arrows
show the small, clear vesicles that contain small molecule “classical”
transmitters.
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Terminals of nerve fibers innervating salivary glands
contain both acetylcholine and the neuropeptide vaso-
active intestinal polypeptide (VIP). Both substances are
released when the nerves are stimulated, but they act on
different target cells: acetylcholine elicits secretion from
glandular cells, whereas VIP produces vasodilatation
by relaxing smooth muscle cells, thereby increasing
blood flow to the organ at the same time as its secretion
is increased. Another example concerns primary sen-
sory neurons (spinal ganglion cells; see Figs. 6.9 and
13.16) mediating information from peripheral sense
organs to the spinal cord. Some of these—particularly
those related to painful stimuli—contain both gluta-
mate and the peptides substance P and calcitonin gene-
related peptide. When released with glutamate, these
peptides appear to have several actions: they can bind
to specific postsynaptic receptors, they can act presyn-
aptically to increase their own release and the release of
glutamate, and they can sensitize the postsynaptic glu-
tamate receptors to enhance the effect of glutamate.

Spinal interneurons that receive sensory information
exhibit different transmitter combinations. One group
of interneurons contains GABA and the peptide enkeph-
alin. Another group contains both enkephalin and
substance P in combination with (most likely) gluta-
mate. Therefore, one neuropeptide (enkephalin) may be
colocalized with either an inhibitory or an excitatory
transmitter with fast synaptic actions. Apparently,
spinal interneurons may express a variety of transmitter
combinations with correspondingly complex synaptic
actions. When we also think of the variety of receptors
each neuron expresses, it is easy to understand why
unraveling the functional role of a single transmitter
can be difficult.

Several drugs have been mentioned in connection with
discussions of synaptic function and neurotransmitters.
Most drugs acting on the nervous system do so by influ-
encing synaptic transmission directly or indirectly,
regardless of whether their aim is to alleviate disorders
of mood, cognition, movements, memory, or behavior.
The drugs may interfere presynaptically in the synthesis,
release, degradation, or reuptake of transmitters or post-
synaptically in the activity, numbers, or localization of
receptors. Certain drugs have one or more of these
actions regarding one or several transmitters. Some
drugs also seem to influence synaptic functions indi-
rectly by changing the expression of neurotrophic fac-
tors that (among other tasks) govern synaptic plasticity.

The most common antipsychotic drugs (neuroleptics)
all block dopamine receptors. Their therapeutic effects
are primarily related to altering the transmitter func-
tions of dopamine, although they also influence other
transmitters (they exhibit, for example, more or less
anticholinergic and antihistaminergic effects). In addi-
tion, dopamine receptors are present in neuronal groups
related to movement control and muscle tone, and this
explains why motor dysfunctions are common side
effects of antipsychotics. Conversely, patients with
Parkinson’s disease who are treated with levodopa to
increase dopamine levels in the brain may develop psy-
chotic symptoms during treatment. Nevertheless, the
“dopamine hypothesis of schizophrenia,” which states
that the symptoms can be explained as a result of dop-
aminergic overactivity, is too simplistic. Not all symp-
toms can be explained in this way, and dopaminergic
overactivity does not appear to be present in all patients.
Further, psychotic symptoms can also be treated effec-
tively with drugs that block serotonin receptors (so-
called atypical antipsychotic drugs, such as clozapine,
have higher affinity for serotonin receptors than for
dopamine receptors). MAO inhibitors were the first
drugs with significant effects on major depressions.
Later, tricyclic antidepressants (TCAs) were introduced,
which inhibit relatively selectively the norepinephrine
transporter. The new antidepressants, such as fluox-
etine (Prozac), inhibit rather selectively the serotonin
transporter  (selective serotonin-uptake inhibitors
[SSRIs]). Although the clinical effects of antidepressants
may appear to be caused simply by increased levels of
monoamines available at the synapses, this cannot be
the whole story. For example, while inhibition of the
transporters occurs immediately, the clinical effect
comes after days or weeks with treatment. Therefore,
clinical effects were sought in compensatory processes,
such as up- and down-regulation of receptors. Recent
research has revealed a number of effects of antidepres-
sants other than altering monoamine levels—for exam-
ple, on expression of neurotrophins and neuronal
plasticity. The fact that antidepressants, in spite of
acting on different monoamine transporters, have simi-
lar clinical effects prompted the hypothesis that they act
by regulating transcription of the same set of genes.
This has received some experimental support. For
example, one study identified gene transcripts that were
equally regulated by treatment with different classes of
antidepressants.

Cocaine inhibits the dopamine transporter very selec-
tively; that is, its affinity to the dopamine transporter is
much higher than to other monoamine transporters.
The dopamine transporter has even been called a
“cocaine receptor.” Amphetamine inhibits the dopamine



transporter but also other monoamine transporters,
although relatively weakly compared with cocaine. In
addition, amphetamine increases the release of cate-
cholamines and has other synaptic effects as well.

Drug Effects Are Often Multifarious

Most transmitters are present in several parts of the
nervous system, which differ anatomically and physio-
logically. Therefore, it should not be surprising that
even drugs that apparently influence the actions of only
one transmitter nevertheless have multifarious effects.
Some of these are desired therapeutic effects, whereas
others are disturbing or even dangerous side effects.
Development of more specific drugs—for example,
drugs acting on only one receptor subtype—may reduce
the side effects but will hardly eliminate them. This is
because each receptor type (even one among several
subtypes for one transmitter) occurs in functionally
different parts of the nervous system.

Drugs Interact with Dynamic Processes in the Brain

Another important point is that storage, release, and
uptake of transmitters, as well as the expression of
receptors, are dynamic processes. The acute perturba-
tions caused by a drug are usually counteracted quickly
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by feedback loops that up- or down-regulate the trans-
mitter release, the transporters, the receptors, and so
forth. For example, when the activity of tryptophan
hydroxylase (the rate-limiting enzyme in serotonin syn-
thesis) is reduced, the neurons respond by increasing
synthesis of the enzyme and its axonal transport to the
nerve terminals.'’ Finally, we should keep in mind that
alteration of one transmitter’s activity as a rule leads to
alterations of other transmitters as well. One mecha-
nism behind this is the action on presynaptic receptors:
a cholinergic terminal in the cerebral cortex may be
equipped with serotonin receptors, so that a drug with
specific action on serotonergic transmission may never-
theless also alter cholinergic transmission. Another
mechanism is postsynaptic: many dopaminergic neu-
rons receive glutamatergic synapses, so that drugs
altering the action of glutamate will change dopamine
release as well.

11 Lithium, used prophylactically for major bipolar disorder (manic depres-
sion), increases tryptophan uptake and initially increases serotonin synthesis
(this is only one of several cellular effects of lithium). After 2 to 3 weeks with
treatment, however, the tryptophan uptake is still increased, but the tryptophan
hydroxylase activity is reduced so that the rate of serotonin synthesis is normal.
It is possible that the therapeutic effect of lithium is due to stabilization of
serotonin metabolism, which makes it less vulnerable to psychological stress or
spontaneous chemical changes in the brain.
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OVERVIEW

In this chapter, we describe the main features of the
anatomy of the central nervous system (CNS), with
brief mention of the functional significance of the vari-
ous parts. We will treat structure and function of many
of these parts in more depth in later chapters dealing
with functional systems. It will then be assumed, how-
ever, that the reader is familiar with the names and the
locations of the major cell groups and tracts of the CNS.

The CNS can be subdivided anatomically into differ-
ent parts. The spinal cord lies in the vertebral canal,
whereas the brain is located in the cranial cavity. The
brain is further subdivided into the brain stem, which
constitutes the upward continuation of the spinal cord,
the cerebellum (“little brain”), and the cerebrum or
cerebral hemispheres. The cerebellum and cerebrum
largely cover the brain stem and constitute the major
part of the brain in higher mammals and particularly in
humans.

The spinal cord consists of a central region with gray
matter surrounded by white matter. The gray matter
contains neurons that may be subdivided based on
where they send their axons. Motor neurons send their
axons out of the cord to reach muscles and glands.
Sensory neurons receive signals from sense organs in
the body and transmit this information to the brain.
The spinal interneurons or propriospinal neurons
ensure communication among neurons in the spinal
cord. The white matter contains ascending tracts carry-
ing signals to higher levels, and descending tracts
enabling the brain to control spinal cord neurons (e.g.,
motor neurons). In addition, many propriospinal axons
interconnect neurons in different parts of the cord. The
cord consists of segments, each giving rise to a pair of
spinal nerves. The spinal nerves and their peripheral
branches transmit sensory signals from the tissues of
the body and motor signals to muscles and glands. Each
spinal nerve connects with the cord through a dorsal
and a ventral nerve root. The dorsal roots carry only
sensory nerve fibers, and the cell bodies of the sensory
neurons of each root form a spinal ganglion, which
appears as an ovoid enlargement of the dorsal root.
Functionally, the cord enables fast, automatic responses
to signals from the body (e.g., withdrawal of the hand
from a hot object). Nevertheless, most tasks carried
out by the cord are controlled or modulated by higher
levels of the CNS.
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The brain stem is a rostral continuation of the spinal
cord but has a more complex internal organization. On
a purely anatomical basis, the brain stem is divided
(starting caudally) into the medulla oblongata, the
pons, the mesencephalon, and the diencephalon (often,
however, we do not include the diencephalon). Twelve
cranial nerves emanate from the brain stem being num-
bered from rostral to caudal. With some exceptions, the
cranial nerves innervate structures in the head (“spinal
nerves of the head”) and contain sensory and motor nerve
fibers. The first cranial nerve—the olfactory nerve—
serves the sense of smell. The second—the optic nerve—
transmit signals from the retina, while the third
(oculomotor), fourth (trochlear), and sixth (abducens)
nerves control the movements of the eye ball. The fifth
nerve—the trigeminal—emanates from the pons and
brings sensory signals from the face as well as motor
signals to the masticatory muscles. The seventh nerve—
the facial—innervates the mimic muscles of the face.
The eighth nerve—the vestibulocochlear—carries sig-
nals from the vestibular apparatus (recording move-
ments and positions of the head in space) and the
cochlea (recording sound waves). The ninth nerve—the
glossopharyngeal—is concerned mainly with sensations
and movements of the pharynx, including taste impulses
from the back of the tongue. The tenth nerve—the
vagus nerve—participates in the innervation of the
pharynx but in addition innervates the larynx, and
sends (autonomic) motor signals to the heart, the lungs,
and the most of the gastrointestinal tract. The eleventh
nerve—the accessory—innervates two muscles in the
neck (the trapezius and the sternocleidomastoid). The
twelfth nerve—the hypoglossal—is the motor nerve of
the tongue. The cranial nerves arise in cranial nerve
nuclei; some of which are sensory, others are motor.

Diffuse collections of neurons in between the cranial
nerve nuclei are collectively termed the reticular forma-
tion. The reticular formation consists of neuronal
groups with different tasks. Some groups are concerned
with control of circulation and respiration; some regu-
late sleep and wakefulness, while others control eye
movements.

The thalamus and the hypothalamus make up the
bulk of the diencephalon. The thalamus is a large, egg-
shaped collection of nuclei in the centre of the cerebral
hemispheres. The thalamic nuclei transmit sensory
information (of all kinds except smell) to the cerebral
cortex. In addition, thalamic nuclei transmit information



to the cerebral cortex from subcortical motor regions,
notably the basal ganglia and the cerebellum. The hypo-
thalamus is concerned mainly with the control of auto-
nomic and endocrine functions that serve to maintain
bodily homeostasis (e.g., circulation, digestion, and
temperature control).

The cerebral cortex is a folded sheet of gray matter
covering the cerebral hemispheres. It consists of six layers
of neurons, each layer characterized by the morphology
and connectivity of its neurons. In addition, the cortical
mantle is divided into many areas, differing with regard
to, among other things, their thalamic connections. Even
though each area is to some extent specialized, most tasks
of the cerebral cortex—whether they are motor, sensory,
or cognitive—are carried out by distributed networks
interconnecting neurons in many areas of the cerebral
cortex. Among the many descending tracts from the cere-
bral cortex, the pyramidal tract targets motor neurons in
the spinal cord and brain stem. The corpus callosum,
consisting of commissural fibers, enables cooperation
between the two cerebral hemispheres.

The basal ganglia consist of several large nuclei in the
interior of the cerebral hemispheres. The striatum con-
sists of putamen and the caudate nucleus, and receive
its main afferents from the cerebral cortex. The stria-
tum send efferents to the globus pallidus and the
substantia nigra. From these, signals are directed to the
brain stem, and back to the cerebral cortex via the thal-
amus. By influencing motor neuronal groups in the
frontal lobe of cerebral cortex (and in the brain stem),
the basal ganglia contribute to the control of move-
ments. Connections with other frontal areas in cerebral
cortex (and certain subcortical nuclei) enable the basal
ganglia to influence cognitive functions.

The cerebellum, situated dorsal to the brain stem in
the posterior cranial fossa, consists of a thin sheet of
highly folded gray matter, and a group of centrally
located, deep cerebellar nuclei. The cerebellum is
divided anatomically into a narrow middle part called
the vermis, and more bulky lateral parts called the cer-
ebellar hemispheres. In addition, a deep fissure divides
the cerebellum into an anterior lobe and a posterior
lobe. These anatomic subdivisions correspond largely
to differences with regard to connections. Thus, the
vermis has reciprocal connections with the spinal cord
and motor nuclei in the brain stem, whereas the cere-
bellar hemispheres are reciprocally connected with the
cerebral cortex. These connections enable the cerebel-
lum to play a decisive role in coordination of voluntary
movements by acting on motor neurons in the cerebral
cortex, the brain stem, and the spinal cord.

Some Anatomic Terms Used in this Book

The terms medial, toward the midline, and lateral, away
from the midline, are used to describe the relative
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position of structures in relation to a midsagittal plane
of the body. The terms cranial (or rostral), toward the
head or nose, and caudal, toward the tail, are used to
describe the relative position of structures along a lon-
gitudinal axis of the body. Thus, for example, nucleus
A in the brain stem lies medial to and rostral to nucleus
B, which in turn lies lateral to and caudal to A. The
terms ventral and dorsal are used to describe the rela-
tive position of structures in relation to the front (venter
means belly) and the back (dorsum) of the body, respec-
tively. Anterior (front) and posterior (rear) are used
interchangeably with ventral and dorsal, except for the
human forebrain, where anterior means toward the
nose and ventral means toward the base of the skull.

The Living Human Brain Can Be Studied with
Computer-Based Imaging Techniques: CT, MR,
and DWI

Techniques for computer-based image analysis of the
living human brain have revolutionized the possibilities
for localizing disease processes in the brain and for
studying normal structure and function.

The first of the imaging techniques that enabled us to
identify smaller parts of the living brain is computer
tomography (CT). This method makes it possible to see
X-ray pictures of thin slices through the brain. The
examiner may choose the plane of sectioning. CT
affords much more precise visualization of brain struc-
tures than conventional X-ray examination, which
includes all tissue between the X-ray tube and the film.
It also provides good visualization of the ventricular
system, which previously could be visualized only by
replacing the cerebrospinal fluid with air and then mak-
ing an X-ray examination. CT can also visualize the
distribution of a radioactive substance in the living
brain, enabling the study of the distribution of neuroac-
tive substances and also the comparison of blood flow
in different parts the brain.

Magnetic resonance imaging (MRI) represents a fur-
ther technical development. This technique is based not
on X-rays but on signals emitted by protons when they
are placed in a magnetic field. Depending on the proton
concentration in different tissue components, the pic-
tures may show clearly, for example, the contrast
between gray and white matter (Figs. 6.1 and 6.28).
The bone of the skull gives very little or no signal and is
seen as black in the pictures. With this technique, the
brain can be visualized in slices with a resolution not
far from that of a corresponding section through a fixed
brain. Areas with changes in the tissue—for example,
infarction, bleeding, or tumor—can be identified. In
addition, blood vessels can be visualized to advantage
(see Fig. 8.3 and 8.8). Apart from the diagnostic advan-
tages, the MRI technique also improves the correlation
of the functional disturbances with the actual damage
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FIGURE 6.1 Magnetic resonance image (MRI). This is taken at a level
corresponding to the drawing in Fig. 3.1. Most of the structures
seen in Fig. 3.1 can be identified in this picture. (Courtesy of
Dr. S. J. Bakke, Rikshospitalet University Hospital, Norway.)

of the brain. MRI can also be used to study dynamic
processes in the brain (see Chapter 14, under “Methods
to Study Neuronal Activity and Metabolism in the
Living Human Brain”).

Further developments of the MRI technology have
added new applications. For example, with diffusion-
weighted imaging (DWI) a region devoid of blood sup-
ply can be detected only minutes after occlusion of an
artery (much earlier than with conventional functional
[fMRI]). Further, DWI also enables study of myelina-
tion during normal brain development, and even the
visualization of major fiber tracts.

THE SPINAL CORD

In humans, the spinal cord is a 40 to 45 cm-long cylinder
of nervous tissue of approximately the same thickness
as a little finger. It extends from the lower end of the
brain stem (at the level of the upper end of the first cer-
vical vertebra) down the vertebral canal (Figs. 6.2 and
6.3) to the upper margin of the second lumbar vertebra
(L,). Here the cord has a wedge-shaped end called the
medullary conus (or simply conus). In children, the
spinal cord extends more caudally, however, and
reaches to the third lumbar vertebra in the newborn.
This difference between the position of the lower end of
the spinal cord in adults and infants is caused by the
vertebral column growing more rapidly than the spinal
cord. In early embryonic life, the neural tube and the

primordium of the vertebral column are equally long
(see Fig. 9.12).

The spinal cord is somewhat flattened in the antero-
posterior direction and is not equally thick along its
length. In general, the thickness decreases caudally, but
there are two marked intumescences (Fig. 6.3): the
cervical and lumbar enlargements (intumescentia cervi-
calis and lumbalis). The intumescences supply the
extremities with sensory and motor nerves, hence the
increased thickness.

In the midline along the anterior aspect of the cord,
there is a longitudinal furrow or fissure, the anterior
(ventral) median fissure (Fig. 6.4). Some of the vessels
of the cord enter through this fissure and penetrate
deeply into the substance of the cord. At the posterior
aspect of the cord, there is a corresponding, but shal-
lower, furrow in the midline—the posterior (dorsal)
median fissure. In addition, on each side there are shal-
low, longitudinal sulci anteriorly and posteriorly—the
anterior and posterior lateral sulci. These laterally
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FIGURE 6.2 The central nervous system, as viewed in a midsagittal
section.
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FIGURE 6.3 The spinal cord. Left: The cord from the ventral side, with
the cervical and lumbar enlargements. Right: The cord and the verte-
bral column from the side, but the right halves of the vertebrae have
been removed to expose the vertebral canal with its contents. Below
the first and second lumbar vertebrae, the vertebral canal contains
only nerve roots (the cauda equina), which then unite to form the
spinal nerves.

placed sulci mark where the spinal nerves connect with
the cord.

The color of the spinal cord is whitish because the
outer part consists of axons, many of which are myeli-
nated. The consistency of the cord, as of the rest of the
CNS, is soft and jellylike.
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FIGURE 6.4 Cross section of the spinal cord at a lumbar level. There is
a central H-shaped region of gray matter, and the surrounding white
matter is subdivided into funiculi.

Spinal Nerves Connect the Spinal Cord with the Body

Axons mediating communication between the CNS and
other parts of the body make up the peripheral nerves.
The axons (nerve fibers) leave and enter the cord in
small bundles called rootlets (Fig. 6.5). Several adjacent
rootlets unite to a thicker strand, called a root or nerve
root. In this manner, rows of roots are formed along
the dorsal and ventral aspects of the cord: the ventral
(anterior) roots and the dorsal (posterior) roots, respec-
tively. Each dorsal root has a swelling, the spinal gan-
glion, which contains the cell bodies of the sensory
axons that enter the cord through the dorsal root
(Figs. 6.3 and 6.5). A dorsal and a ventral root unite to
form a spinal nerve. The spinal ganglion lies in the
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FIGURE 6.5 Two segments of the spinal cord, as viewed from the ven-
tral aspect. In the upper part, the white matter has been removed. The
dorsal and ventral roots emerge from the posterior and anterior lat-
eral sulci, respectively, and unite to form spinal nerves. The spinal
ganglion is located at the site where the roots unite.
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intervertebral foramen just where the dorsal and ven-
tral roots unite (Fig. 6.6). There is an important func-
tional difference between the ventral and dorsal roots:
the ventral roots consist of efferent (motor) fibers, and
the dorsal roots of afferent (sensory) fibers.

In total, 31 spinal nerves are present on each side,
forming symmetrical pairs (Fig. 6.3). They all leave the
vertebral canal through the intervertebral foramina on
each side. As mentioned, the ventral and dorsal roots
unite at the level of the intervertebral foramen to form
the spinal nerves. The spinal nerves are numbered (as a
general rule) in accordance with the number of verte-
brae above the nerve. We therefore have 12 pairs of
thoracic nerves, 5 pairs of lumbar nerves, and 5 pairs of
sacral nerves. In humans, there is only 1 pair of coccy-
geal nerves. There are seven cervical vertebrae but
8 pairs of cervical nerves because the first cervical nerve
leaves the vertebral canal above the first cervical verte-
bra (Fig. 6.3). Therefore, the numbering of the cervical
nerves differs from the numbering of the other spinal
nerves.

The spinal cord extends caudally only to the level of
between the first and the second lumbar vertebrae.
Whereas the upper spinal nerves pass approximately
horizontally from the cord to the intervertebral fora-
men, the lower ones have to run obliquely downward
in the vertebral canal to reach the corresponding inter-
vertebral foramen, and the distance between the site of
exit from the cord and the site of exit from the canal
increases steadily (Fig. 6.3). Below the conus, the verte-
bral canal contains only spinal nerve roots running lon-
gitudinally. This collection of dorsal and ventral roots
is called the cauda equina (the horsetail).

The Spinal Cord Is Divided into Segments

The part of the spinal cord that gives origin to a pair of
spinal nerves is called a spinal segment. There are,
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Ventral root
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FIGURE 6.6 Cross section of the wvertebral column
showing the positions of the spinal cord and the spinal
nerves. The spinal ganglion is located in the interverte-
bral foramen. The spinal cord is surrounded by the
cerebrospinal fluid contained within the dura. Outside
the dura there is fat and a venous plexus, which also
serve as soft padding for the cord and the spinal
nerves.

therefore, as many segments as there are pairs of spinal
nerves. They are numbered accordingly, the first cervi-
cal segment giving origin to the first cervical nerves,
and so on. There are no surface markings of the cord to
indicate borders between the segments, but the rootlets
nevertheless outline them rather precisely (Fig. 6.5).
The cervical enlargement (intumescence) corresponds
to the fourth cervical (C,) segment through the second
thoracic (T,) segment, the lumbar enlargement to the

Aj/ Motor neurons
(motoneurons)
"X
Interneurons

\/*{%\
|

Sensory neurons

FIGURE 6.7 Three main types of neurons in the spinal cord. Schematic
of neuronal types classified in accordance with where their axons
terminate: Motor neurons supply skeletal muscles, smooth muscles,
and glands. The interneurons ensure communication among neurons
in the cord, and the sensory neurons send their axons to higher levels
of the central nervous system. (See also Fig. 6.9.)



first lumbar (L,) segment through the second sacral (S,)
segment.

The difference in rostrocaudal level between the
spinal segments and the exit from the vertebral canal of
the spinal nerves is of practical importance. Thus, iden-
tical symptoms may be provoked by a process close to
the cord at one level and by one close to the interverte-
bral foramen at a considerably lower level (as should be
clear from the preceding description; however, this does
not concern the nerves in the cervical region).

The Spinal Cord Consists of Gray and White Matter

When cut transversely, the fresh spinal cord can be seen
to consist of an outer zone of white matter and a cen-
tral, H-shaped region of gray matter. The arms of the
H, extending dorsally and ventrally, are called the dor-
sal horn and ventral horn, respectively (Figs. 6.4 and
6.8). The gray matter extends as a column through the
length of the spinal cord (Fig. 6.5). The central canal is
seen as a narrow opening in the center of the cord
(Fig. 6.4). The central canal ends blindly in the caudal
end of the cord, whereas it continues rostrally into the
ventricular system of the brain (Fig. 6.1).

The white matter of the cord contains axons running
longitudinally. Some of these axons convey signals from
the cord to higher levels of the CNS; others, from higher
levels to the cord. Finally, a large proportion of the
fibers serve the signal traffic, and hence cooperation,
between the segments of the cord. Because the first two
groups of axons become successively more numerous in
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FIGURE 6.8 Cross section of the spinal cord at the thoracic level.
Photomicrograph of a section stained so that myelinated axons
appear dark. The large motoneurons in the ventral horn have also
been stained (Nissl staining) and are just visible. Owing to shrinkage,
the motoneurons are surrounded by a clear zone.
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the rostral direction, the proportion of white to gray
matter increases from caudal to rostral.

The white matter is divided into funicles, or columns,
by drawing lines in the transverse plane from the sulci
on the surface of the cord to the center (Fig. 6.4). Thus,
in each half of the cord, the white matter is divided into
a ventral or anterior funicle (funiculus), a lateral funi-
cle, and a dorsal or posterior funicle. For the latter, the
term dorsal column is used most frequently.

The Spinal Gray Matter Contains Three Main
Types of Neurons

Among neurons in the gray matter of the spinal cord,
there are both morphological and functional differ-
ences. Three main types may be identified according to
where they send their axons (Fig. 6.7):

1. Neurons sending their axons out of the CNS

2. Neurons sending their axons to higher levels of
the CNS (such as the brain stem)

3. Neurons sending their axons to other parts of the
spinal cord

Often neurons of the same kind lie together in the gray
matter of the cord. We will now consider in some detail
each of these three groups.

Efferent Fibers from the Cord Control Muscles
and Glands

The cell bodies of the first kind of neuron listed above
are located in the ventral horn and at the transition
between the dorsal and ventral horns. The somatic
motor neurons or motoneurons have large, multipolar
cell bodies and are located in the ventral horn proper
(Fig. 6.8; see also Figs. 1.2 and 21.3). The dendrites
extend for a considerable distance in the gray matter
(Fig. 6.12). The axons leave the cord through the ven-
tral root, follow the spinal nerves, and end in skeletal
muscles (muscles that are controlled voluntarily). The
motoneurons are discussed further in Chapter 21.
There is also another group of neurons that sends its
axons out of the cord through the ventral root—the
autonomic motor neurons. These supply smooth mus-
cles and glands with motor signals. They belong to the
autonomic nervous system, which controls the vascular
smooth muscles and visceral organs throughout the
body. These neurons are termed preganglionic because
they send their axons to a ganglion (see Figs. 28.1 and
28.2). The cell bodies lie in the lateral horn (Fig. 6.8).
Most of them form a long, slender column, the interme-
diolateral cell column. This column is present only in
the thoracic and upper two lumbar segments of the
cord and belongs to the sympathetic part of the auto-
nomic nervous system. A corresponding, smaller group
of neurons is present in the sacral cord (5,-S,) and
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belongs to the parasympathetic part of the autonomic
nervous system.

Both the somatic and the autonomic motor neurons
are under synaptic influence from higher levels of the
CNS.

Sensory Neurons in the Cord Are Influenced from the
Dorsal Roots and Convey Signals to the Brain

The second main type of spinal neuron sends axons to
higher levels of the CNS. Their cell bodies lie mainly in
the dorsal horn and in the transition zone between the
dorsal and ventral horn (Figs. 6.7 and 6.9). Their job is
to inform the brain of the activities of the spinal cord,
and especially about what is going on in the body. To
fulfill the latter task, the neurons must receive signals
from sense organs—receptors—in various parts of the
body (in the skin, muscles, viscera, and so on). Sensory,
or afferent, nerve fibers conducting impulses from the
receptors enter the spinal cord through the dorsal roots
and ramify, forming terminals in the gray matter of the
cord (Fig. 6.9; see also Fig. 13.12). The sensory neurons
have their cell bodies in the spinal ganglia (Fig. 6.5; see
also) and are therefore called spinal ganglion cells (see
Fig. 13.13). These are morphologically special, as they
have only one process, which divides shortly after leav-
ing the cell body: One peripheral process connects with
the sense organs, and the other extends centrally and
enters the spinal cord (pseudounipolar neuron; see
Fig. 1.5). In accordance with the usual definition of

T To the brain stem

Spinal ganglion cell

~

Sensory neuron

FIGURE 6.9 Sensory neuron in the gray substance of the spinal cord.
The neuron, which sends its axon to the brain stem, is synaptically
contacted by sensory afferents that enter the cord through the dorsal
root (pseudounipolar ganglion cell). The presentation is very simpli-
fied; in reality, every sensory neuron is contacted by numerous dorsal
root afferents.

axons and dendrites, the peripheral process (conduct-
ing toward the cell body) should be called a dendrite,
whereas the central process is an axon. Both processes
are, however, morphologically and functionally axons
(e.g., by conducting action potentials and by being
myelinated).

The dorsal root fibers form synaptic contacts—in part
directly, in part indirectly through the interneurons—
with neurons in the spinal cord, sending their axons
to various parts of the brain. Such axons, destined for
a common target in the brain, are grouped together
in the spinal white matter, forming tracts (Latin:
tractus). Such tracts are named after the location of
the cell bodies and after the target organ. A tract
leading from the spinal cord to the cerebellum, for
example, is named the “spinocerebellar tract” (tractus
spinocerebellaris).

Interneurons Enable Cooperation between Different Cell
Groups in the Spinal Cord

The axons of the third type of spinal neuron do not
leave the spinal cord. Usually, the axons ramify exten-
sively and establish synaptic contacts with many other
neurons in the cord, within the segment in which the
cell body is located, and in segments above and below
(Fig. 6.7). Such neurons are called spinal interneurons,
to emphasize that they are intercalated between other
neurons.' Many spinal interneurons are found in an
intermediate zone between the dorsal and ventral horns,
where they receive major synaptic inputs from sensory
fibers in the dorsal roots. Many of these interneurons
establish synaptic contacts with motoneurons in the
ventral horn, thus mediating motor responses to
sensory stimuli. Most interneurons, however, receive
additional strong inputs from other spinal interneurons
and from the brain.

As mentioned, spinal interneurons also send collater-
als to terminate in segments of the cord other than
the one in which their cell body and local ramifications
are found. Such collaterals enter the white matter,
run there for some distance, and reenter the cord
at another segmental level, to ramify and establish syn-
aptic contacts in the gray matter (Fig. 6.7). Axons of
this kind in the white matter are called propriospinal
fibers (i.e., fibers “belonging” to the spinal cord itself),
to distinguish them from the long ascending and
descending fibers that connect the cord with the brain.

1 Strictly speaking, most neurons in the CNS are interneurons according to this
definition—including, for example, spinal neurons with axons ascending to the
brain. In practice, the term “interneurons” is nevertheless restricted to neurons
with an axon ramifying near the cell body, thus synaptically coupling neurons
within one nucleus.



Propriospinal neuron is, therefore, another term used
for a spinal interneuron.”

Propriospinal fibers provide opportunities for coop-
eration among the spinal segments. Most of movements
necessitate close coordination of the activity in many
segments, each controlling different groups of muscles.
Some propriospinal connections are very long and
interconnect segments in the cervical and lumbar parts
of the cord that control muscles in the forelimb and
hindlimb, respectively. Cooperation between the fore-
limbs and hind limbs is necessary, for example, during
walking.

Spinal interneurons are discussed further in Chapter 13,
under “Sensory Fibers Are Links in Reflex Arcs: Spinal
Interneurons,” and in Chapter 22, under “The Pyramidal
Tract Can Open and Close Spinal Reflex Arcs.”

The Spinal Gray Matter Can Be Divided into Zones
Called Rexed’s Laminae

Systematic observations with the microscope of trans-
verse sections of the spinal cord stained to visualize cell
bodies show that neurons with different sizes and
shapes are also differently distributed (Fig. 6.10; see
also Fig. 13.16). Essentially, neurons with common
morphological features are collected into transversely
oriented bands or zones. What appear as bands in the
transverse plane are, three-dimensionally, longitudinal
slabs or sheets. This laminar pattern is most clear-cut in
the dorsal horn, whereas in the ventral horn neurons
are collected into regions that form longitudinal col-
umns rather than plates (see Fig. 21.2). Nevertheless,
the columns in the ventral horn, as well as the slabs in
the dorsal horn, are termed laminae. This pattern was
first described in 1952 by the Swedish neuroanatomist
Bror Rexed and has since proved to be of great help for
investigations of the spinal cord. Altogether, Rexed
described 10 laminae; laminae I-VI constitute the dor-
sal horn, whereas lamina IX is made up of columns of
motoneurons in the ventral horn. Lamina II (substantia
gelatinosa; Figs. 6.8, 6.10, and 6.11) is of particular
importance for the control of signals from pain recep-
tors, and thus how much a painful stimulus hurts.
Lamina VII constitutes the transition between the dor-
sal and ventral horns and contains mainly interneurons.
Lamina VIII, located medially in the ventral horn, con-
tains many neurons that send axons to the other side of
the cord (commissural fibers).

2 It was formerly believed that propriospinal neurons—that is, spinal neurons
with axons entering the white matter but not leaving the spinal cord—and
interneurons represented two distinct cell groups. Recent studies have shown
that spinal interneurons have local (intrasegmental) branches, as well as col-
laterals destined for other segments (intersegmental).
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FIGURE 6.10 Cross section of the spinal cord at the lumbar level
(lumbar intumescence). Left: Photomicrograph of section stained to
show myelin and neuronal cell bodies. Right: The borders between
Rexed’s laminae. The groups of motoneurons in the ventral horn
(ov and y motoneurons) constitute lamina IX; the zona terminalis
(tract of Lissauer) consists primarily of thin dorsal root fibers.

Even though the cell bodies are arranged in laminae,
the dendrites extend much wider, as shown in Fig. 6.12.
Thus, a neuron belonging to a particular lamina receives
synaptic inputs from nerve terminals in neighboring
laminae. Nevertheless, experimental studies of the con-
nections of the spinal cord and of the functional prop-
erties of single spinal neurons have shown that the
various laminae differ in these respects. Thus, the lami-
nae may be regarded, at least to some extent, as the
nuclei of the spinal cord. We will return to Rexed’s
laminae when dealing with the functional organization
of the spinal cord in later chapters.

The Spinal Nerves Divide into Branches

The dorsal (sensory) and ventral (motor) roots join to
form spinal nerves, as described. Each spinal nerve then
divides into several branches (rami) just outside the
intervertebral foramen (Figs. 6.5 and 6.6). The thickest
one, the ventral ramus (ramus ventralis), passes
ventrally. A thinner branch, the dorsal ramus (ramus
dorsalis), bends in the dorsal direction. In contrast to
the spinal roots, the ventral and dorsal rami contain
both sensory and motor fibers. This is caused by mixing
of fibers from dorsal and ventral roots as they continue
into the spinal nerves.

The dorsal rami innervate muscles and skin on
the back, whereas the ventral rami innervate skin and
muscles on the ventral aspect of the trunk and neck
and, in addition, the extremities. Thus, the ventral rami
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innervate much larger parts of the body than the dorsal
ones, which explains why the ventral rami contain more
nerve fibers and are considerably thicker than the dor-
sal ones. Some of the ventral rami join each other to
form plexuses (see Fig. 21.1).

Each spinal nerve also sends off a small branch, the
meningeal ramus, which passes back through the inter-
vertebral foramen to reenter the vertebral canal
(Fig. 6.5). These branches supply the meninges of the
spinal cord with sensory and autonomic (sympathetic)

fibers.

Incoming fibers
from the brain stem
and cerebral cortex

Neurons in the
substantia gelatinosa

NS
otoneuron

RAPRILS

FIGURE 6.12 Dendpritic arborizations of spinal neurons extend beyond
the laminae of their cell bodies. Composite drawing based on obser-
vations in many Golgi-impregnated transverse sections from the spi-
nal cord of the cat. The dendrites extend far, not only in the transverse
plane as shown here but also longitudinally. To the right (at A) are
the terminal ramifications of axons descending to the cord from
higher levels of the CNS. (From Scheibel and Scheibel 1966.)
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! FIGURE 6.11 Cross section of the spinal
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cord at the cervical level (cervical intu-
mescence). The broad ventral horns con-
tain the motoneurons that supply muscles
of the arm and shoulder girdle. Compared
with the lumbar cord (Fig. 6.10), the cer-
vical cord contains more white matter in
proportion to gray matter; this is because
all descending and ascending fibers to and
from the lower levels pass through the
cervical cord.

Dorsal horn

Ventral horn

The Spinal Cord Consists of Subunits that Are Controlled
from the Brain

Each segment of the spinal cord is to some extent a
functional unit, since, as we will see in Chapter 13, a pair
of spinal nerves relates to a particular “segment” of the
body (see Fig. 13.14). A spinal segment may be regarded
as the “local government” of a part of the body: it receives
sensory information from its own district, processes
this information, and issues orders through motor nerves
to muscles and glands to ensure adequate responses.
However, just as local governing bodies in our society
must take orders from higher ones (e.g., county versus
national governments), the spinal segments have only
limited independence. Many of the functional tasks of
the spinal cord are under strict control and supervision
from higher levels of the CNS. This control is mediated
by fibers from the brain stem and cerebral cortex, which
descend in the white matter of the cord and terminate
in the gray matter of the spinal segments that are to be
influenced. The brain also ensures that the activity of
the various spinal segments is coordinated, so that it
serves the body as a whole and not only a small part.
To be able to carry out this coordination, the brain
must continuously receive information about condi-
tions in all the “local districts” of the body and in the
spinal segments related to them. This information is
mediated by long, ascending fibers (forming various
tracts) in the white matter of the cord that terminates in
the brain stem. The local cooperation among spinal
segments is taken care of by the numerous propriospinal
fibers coming from spinal interneurons.

THE BRAIN STEM

The brain stem represents the upward (rostral, cranial)
continuation of the spinal cord (Fig. 6.1). It consists of
several portions with, in part, clear-cut surface borders



between them (Figs. 6.13 to 6.15). Whereas the lower-
most (caudal) part of the brain stem is structurally sim-
ilar to the spinal cord, the upper parts are more
complicated. The subdivisions of the brain stem are as
follows (from caudal to rostral): the medulla oblongata
(often just called medulla), the pons (the bridge), the
mesencephalon (the midbrain), and the diencephalon.
Usually, however, often we use a more restricted defini-
tion including only the parts that extrude from the base
of the brain: the medulla, pons, and mesencephalon.

The Brain Stem Contains the Third and Fourth Ventricles

A continuous, fluid-filled cavity varying in diameter
stretches through the brain stem (Fig. 6.2). It is the
upward continuation of the thin central canal of the
spinal cord, and it continues rostrally into the cavities
of the cerebrum (see Figs. 7.3 and 7.5). Together, these
cavities constitute the ventricular system of the brain
and spinal cord. The cavity in the brain stem has two
dilated parts: one, the fourth ventricle, is at the level of
the medulla and pons, whereas the third ventricle is
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FIGURE 6.13 The basal aspect
of the brain. Only some of the
cranial nerves are shown.
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situated in the diencephalon. We return to the ventricular
system in Chapter 7.

The Cranial Nerves

Examination of the internal structure of the brain stem
shows that it is more complicated than that of the spi-
nal cord (see, e.g., Fig. 6.16). Even though gray matter
is generally located centrally, surrounded by a zone of
white matter in both the brain stem and the cord, the
gray matter of the brain stem is subdivided into several
regions separated by strands of white matter. The white
matter of the brain stem consists of myelinated fibers,
as in other parts of the CNS. The regions with gray
matter contain various nuclei, or groups of neurons
with common tasks.

Many of the nuclei belong to the cranial nerves.
In total, there are 12 pairs of cranial nerves, which,
with the exception of the first, all emerge from the brain
stem (Figs. 6.13 and 6.15). They correspond to the
spinal nerves but show a more complex and less regular
organization. Thus, there is no clear separation of
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FIGURE 6.14 The brain stem, as viewed from the left side. The levels
of sections shown in several of the following figures are indicated.
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FIGURE 6.15 The cranial nerves. The brain stem is seen from the
ventral side.

sensory (dorsal) and motor (ventral) roots. The cranial
nerves are numbered from rostral to caudal, in accor-
dance with where they emerge on the surface of the
brain stem. Figure 8.9 shows the places on the base of
the skull where the cranial nerves leave through small
holes or fissures.

Many of the cranial nerves contain fibers that con-
duct impulses out of the brain stem; that is, the fibers
are efferent, or motor. These fibers belong to neurons
with their cell bodies in nuclei that are called motor
cranial nerve nuclei. They correspond to the groups
(columns) of neurons in the ventral and lateral horns of
the spinal cord. The cranial nerves, like the spinal
nerves, also contain sensory, afferent fibers that bring
impulses from sense organs. The brain stem cell groups
in which these afferent fibers terminate are, accord-
ingly, called sensory cranial nerve nuclei; they corre-
spond to the laminae of the spinal dorsal horn. The
sensory fibers entering the brain stem have their cell
bodies in ganglia just outside the brain stem, cranial
nerve ganglia, corresponding to the spinal ganglia of
the spinal nerves. Most cranial nerves are mixed—that
is, they contain both motor and sensory fibers—but a
few are either purely sensory or purely motor.

The only cranial nerve not emerging from the brain
stem is the first cranial nerve, the olfactory nerve (ner-
vus olfactorius). This consists of short axons coming
from sensory cells in the roof of the nasal cavity, which,
immediately after penetrating the base of the skull,
terminate in the olfactory bulb (bulbus olfactorius)
(Fig. 6.13). The other cranial nerves are briefly men-
tioned in the next section in connection with a descrip-
tion of the main structural features of the brain stem.
The cranial nerves and their central connections are
treated more thoroughly in later chapters, particularly
Chapter 27.

The Reticular Formation Extends through Central Parts
of the Brain Stem

Among the cranial nerve nuclei and other clearly delim-
ited cell groups, there are more diffuse collections of
neurons. In microscopic sections stained to visualize the
neuronal processes, a network-like pattern is seen. The
old anatomists therefore termed this part—present in
the core of most of the brain stem—the reticular forma-
tion (formatio reticularis; Figs. 6.16-6.18; see also
Fig. 26.1). In reality, however, the reticular formation
is not one homogeneous structure but, rather, a con-
glomerate of cell groups with different connections and
functional tasks. For example, some parts of the reticu-
lar formation are primarily concerned with control of
circulation and respiration; other parts regulate sleep
and wakefulness. However, the collective term, the
reticular formation, is still in common use, and it may
be practical to retain it to denote parts of the brain stem
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with certain common anatomic features, without imply-
ing that they have common functional tasks. The retic-
ular formation is treated more comprehensively in
Chapter 26.

The Medulla Oblongata

Ventrally in the midline, the medulla has a longitudinal
sulcus, which is a continuation of the ventral median
fissure of the cord (Fig. 6.15). The sulcus ends abruptly
at the lower end of the pons. The so-called pyramids

Inferior olive

Medial lemniscus

FIGURE 6.16 Lower part of the medulla
oblongata. Cross section. Inset shows
level and plane of the section. Left half
shows photomicrograph of a section with
darkly stained myelinated fibers (Woelke
method); that is, white matter appears
dark and gray matter appears light.

protrude on each side of the longitudinal sulcus. Each
pyramid is formed by a thick bundle of axons belong-
ing to the pyramidal tract, which conveys signals from
the cerebral cortex to the spinal cord and is essential for
our control of voluntary movements (the pyramidal
tract is discussed in Chapter 22). Close to the lower
end of the medulla, on the transition to the cord, bun-
dles of fibers can be seen to cross the midline, forming
the pyramidal decussation (Fig. 6.15). Lateral to the
pyramid is an oval protrusion (the olive), which is
formed by a large nucleus, the inferior olivary nucleus
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Upper part of the medulla oblongata. Cross section; myelin stained.
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FIGURE 6.18 Upper part of the pons. Cross section; myelin-stained.

(inferior olive), which sends its efferents to the cerebel-
lum. Between the olive and the pyramid is a row of
small bundles of nerve fibers (Fig. 6.15; see also
Fig. 27.1), which are the rootlets of the hypoglossal
nerve (the twelfth cranial nerve, nervus hypoglossus).
This nerve supplies the striated muscles of the tongue
with motor fibers. Lateral to the olive, the rootlets of
the glossopharyngeal and vagus nerves (ninth and tenth
cranial nerves, nervus glossopharyngeus and nervus
vagus) leave the brain stem. These two nerves supply
the pharynx, the larynx, and most of the viscera with
motor and sensory fibers. The accessory nerve (eleventh
cranial nerve, nervus accessorius) runs cranially along
the lateral aspect of the medulla. Most of its fibers come
from the upper cervical spinal segments but enter
the cranial cavity to leave the skull together with the
glossopharyngeal and vagus nerves (see Fig. 27.8). The
accessory nerve supplies two muscles in the neck with
motor fibers.

Figure 3.16 shows a cross section through the lower
part of the medulla, at a level below the caudal end of
the fourth ventricle. The section is stained so that
regions with white matter (the myelinated fiber tracts)
are dark, whereas gray matter (the nuclei) appears light.
The ventrally located bundle of cross-sectioned fibers is
the pyramidal tract, forming the pyramid (Fig. 6.15),
and containing about 1 million fibers. Dorsal to the
pyramid lies a highly convoluted band of gray matter,
the inferior olivary nucleus. The dorsal column nuclei,
the gracile and cuneate (nucleus gracilis and nucleus
cuneatus), are located dorsally in the medulla. The
efferent fibers from these nuclei arch ventrally and
take up a position close to the midline dorsal to the

pyramids, where they form a triangular area of cross-
sectioned fibers. This is an important sensory tract, the
medial lemniscus (lemniscus medialis), that leads from
neurons in the dorsal column nuclei to nuclei in the
diencephalon (see Fig. 13.17). The dorsal column nuclei
receive afferent fibers that ascend in the dorsal columns
(or dorsal funicles) and convey impulses from sense
organs in the skin and muscles and around joints. Close
to the midline, just ventral to the central canal, lies the
hypoglossal nucleus, consisting of the cell bodies of the
motor fibers that form the hypoglossal nerve. The effer-
ent fibers of the hypoglossal nucleus pass ventrally and
leave the medulla at the lateral edge of the pyramid
(Fig. 6.15). Lateral to the motor cranial nerve nuclei are
found several sensory cranial nerve nuclei, among them
the big sensory trigeminal nucleus that receives sensory
impulses from the face, carried in the trigeminal nerve
(the fifth cranial nerve, nervus trigeminus). Note how
the nuclei that are transmitting sensory impulses from
the leg, arm, and face are distributed from medial to
lateral in the dorsal part of the medulla (Fig. 6.16).

A cross section through the upper part of the medulla
(Fig. 6.17) shows partly the same fiber tracts and nuclei
as the section at a lower level (Fig. 6.16). In addition,
we may notice the big vestibular nuclei situated dor-
sally and laterally under the floor of the fourth ventricle
(these nuclei also extend cranially into the pons; see
Fig. 19.7). They receive sensory impulses from the ves-
tibular apparatus in the inner ear via the vestibular
nerve (the eighth cranial nerve). One of the main effer-
ent pathways from the vestibular nuclei forms a distinct
tract, the medial longitudinal fasciculus (fasciculus
longitudinalis medialis), close to the midline under the



floor of the fourth ventricle (Fig. 6.18). This tract
terminates in the motor nuclei of the cranial nerves sup-
plying the eye muscles, thus conveying influences on
eye movements from the receptors for equilibrium.
Further, Fig. 3.17 shows the motor and sensory nuclei
of the vagus, and some of the fibers of the vagus nerve,
which pass laterally and ventrally, to leave the medulla
lateral to the olive (Fig. 6.15).

The Pons

The pons forms a bulbous protrusion at the ventral
aspect of the brain stem, with clear-cut transversely
running fiber bundles (Figs. 6.13 and 6.14). It is sharply
delimited both caudally and cranially. The transverse
fiber bundles are formed by fibers from large cell groups
in the pons, the pontine nuclei, and terminate in the
cerebellum. The fiber bundles join at the lateral aspect
of the pons to form the middle cerebellar peduncle
(brachium pontis) (Figs. 6.14 and 6.18). Several cranial
nerves leave the brain stem at the ventral aspect of
the pons. At the lower (caudal) edge, just lateral to the
midline, a thin nerve emerges on each side. This is the
abducens nerve (the sixth cranial nerve, nervus
abducens) that carries motor fibers to one of the exter-
nal eye muscles (rotates the eye laterally). Still at the
lower edge of the pons, but more laterally, two other
cranial nerves leave the brain stem. Most ventrally lies
the facial nerve (seventh cranial nerve, nervus facialis),
which brings motor impulses to the mimetic muscles of
the face (it also contains some other kinds of fibers that
are considered in Chapter 27). Closely behind the facial
nerve lies the vestibulocochlear nerve (the eighth cra-
nial nerve, nervus vestibulocochlearis), which carries
sensory impulses from the sense organs for equilibrium
and hearing in the inner ear. The trigeminal nerve (the
fifth cranial nerve, nervus trigeminus) leaves the brain
stem laterally at middle levels of the pons. The largest
portion of the nerve consists of sensory fibers from the
face, whereas a smaller (medial) portion contains motor
fibers destined for the masticatory muscles.

In a cross section through the pons, the large pontine
nuclei can be seen easily (Fig. 6.18). As mentioned, the
neurons of the pontine nuclei send their axons to the cer-
ebellum. Because their main afferent connections come
from the cerebral cortex, the pontine nuclei mediate infor-
mation from the cerebral cortex to the cerebellum. The
medial lemniscus borders the pontine nuclei dorsally and
has turned around and moved laterally compared with its
location in the medulla (Fig. 6.16). In the lower part of
the pons, the nucleus of the abducens nerve, the abducens
nucleus, is located dorsally and medially, whereas the
facial nucleus lies more ventrally and laterally (see
Fig. 27.11; Fig. 17.11 also shows the course taken by the
efferent fibers of the abducens and facial nuclei, forming
the sixth and seventh cranial nerves, respectively).
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Figure 6.18 also shows the sensory trigeminal nucleus
laterally (this nucleus extends as a slender column
through the medulla, pons, and mesencephalon;
see also Figs. 6.16-6.18, and 27.2). Medial to the
sensory nucleus lies the motor trigeminal nucleus (the
masticatory muscles), but this nucleus is present only in
the pons.

The Medulla and Pons Seen from the Dorsal Side

At the dorsal side of the medulla oblongata, at caudal
levels, there are two longitudinal protrusions, the grac-
ile and cuneate tubercles (Fig. 6.19). These are formed
by the dorsal column nuclei, mentioned earlier (they are
relay stations in pathways for sensory information from
the body to the cerebral cortex). The most medial of
these nuclei, the gracile nucleus, receives impulses from
the leg and lower part of the trunk, whereas the later-
ally situated cuneate nucleus receives impulses from the
arm and upper part of the trunk. Further laterally,
another oblong protrusion (tuberculum cinereum) is
formed by the sensory trigeminal nucleus, the relay
station for sensory impulses from the face.

Rostral to the upper end of the dorsal column nuclei,
there is a flattened, diamond-shaped area, the rhom-
boid fossa, extending rostrally onto the posterior face
of the pons (Fig. 6.18). This constitutes the “floor” of
the fourth ventricle (Fig. 6.19). Laterally and rostrally,
the cerebellar peduncles delimit the rhomboid fossa
(these have been cut in Fig. 6.19). Some of the cranial
nerve nuclei and some fiber tracts form small protru-
sions medially at the floor of the fourth ventricle—
notably the hypoglossal nucleus (hypoglossal trigone),
the vagus nucleus (vagal trigone) and more rostrally the
root fibers of the facial nerve—the latter forming the
facial colliculus. (Figure 27.11 explains how the facial
colliculus is formed.)

The Mesencephalon (Midbrain)

The part of the brain stem rostral to the pons, the mes-
encephalon, is relatively short (Figs. 6.14 and 6.15).
Ventrally, an almost half-cylindrical protrusion is pres-
ent on each side of the midline—the crus cerebri, or
cerebral peduncle (Figs. 6.15 and 6.20).” Crus cerebri
consists of nerve fibers descending from the cerebral
cortex to the brain stem and spinal cord; among these
fibers are those of the pyramidal tract. The fibers con-
tinue into the pons, where they spread out into several
smaller bundles among the pontine nuclei (Fig. 6.18).

3 Strictly speaking, the term cerebral peduncle denotes both the crus cerebri
and parts of the mesencephalon dorsal to the crus except the colliculi (the latter
collectively termed the “tectum”). The region between the crus cerebri and the
tectum is called the tegmentum and includes the periaqueductal gray, the red
nucleus, and the substantia nigra. Previously, however, the crus cerebri and the
cerebral peduncle were both applied to the ventralmost, fiber-rich part.
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In the furrow between the two crura, the oculomotor
nerve emerges (third cranial nerve, nervus oculomoto-
rius) (Figs. 6.13 and 6.15). As the name implies, the
nerve carries motor impulses to muscles that move the
eye. The oculomotor nerve innervates four of the six
extraocular (striated) muscles and, in addition, two
smooth internal muscles that regulate the diameter of
the pupil and the curvature of the lens.

At the dorsal side of the mesencephalon, there is a
characteristic formation of four small, rounded protru-
sions, two on each side of the midline (Fig. 6.18). These
are called the colliculi (corpora quadrigemina) and con-
sist of, on each side, the superior colliculus and the infe-
rior colliculus. The superior colliculus consists of cell
groups that control reflex movements of the eyes and the
head, while the inferior colliculus is a relay station in the
pathways that bring auditory impulses to awareness.

A thin fiber bundle, the trochlear nerve (fourth cranial
nerve, nervus trochlearis), emerges on each side below
the inferior colliculi (Fig. 6.19). This is the only cranial
nerve that emerges on the dorsal side of the brain stem.
It supplies one of the extraocular muscles with motor
fibers.

In a cross section of the mesencephalon (Fig. 6.20),
the crus cerebri can be recognized ventrally, and the
superior colliculus dorsally. In the midline just ventral
to the colliculi there is a small hole, which is a cross sec-
tion of the aqueduct (aquaeductus cerebri), a narrow

6.19 The brain stem. Viewed
from the dorsal aspect.

FIGURE

canal that interconnects the third and fourth ventricles
(Figs. 6.23 and 7.5). Surrounding the aqueduct is a
region of gray matter called the periaqueductal gray
substance (substantia grisea centralis), which coordi-
nates behavioral responses to stressful events and influ-
ences pain perception. Ventral to the periaqueductal
gray, close to the midline, we find the oculomotor
nucleus (or nucleus of the oculomotor nerve). Further
ventrally lies the large red nucleus (nucleus ruber), so
named because of its slightly reddish color. Just dorsal
to the crus and ventral to the red nucleus is the substan-
tia nigra (the black substance). The neurons of the sub-
stantia nigra contain a dark pigment, making the
nucleus clearly visible macroscopically. The red nucleus
and the substantia nigra are both important for the
control of movements.

The Diencephalon Contains the Thalamus and
the Hypothalamus

Figure 6.21 shows how the diencephalon merges
with the mesencephalon caudally without any clear
transition. Neither rostrally is the diencephalon clearly
delimited (Fig. 6.13) because in early embryonic life it
fuses with the primordium of the cerebral hemispheres.
The optic nerve (the second cranial nerve, nervus
opticus) carrying afferent fibers from the retina ends in
the diencephalon.
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FIGURE  6.20 The mesencephalon.
Cross section. The major nuclei are
indicated in red and the major
tracts are in gray.

The largest part of the diencephalon is occupied by
the thalamus, situated on each side of the third ventricle
(Figs. 6.22, 6.24, and 6.27). The thalamus consists of
many smaller nuclei and is a relay station for almost all
information transmitted from the lower parts of the
CNS to the cerebral cortex (notably most kinds of sen-
sory information). Each thalamus is approximately
egg-shaped with a flattened side toward the third ven-
tricle (Fig. 6.22). Lateral to the thalamus lies a thick
sheet of white matter, the internal capsule (capsula
interna). It consists mainly of fiber tracts connecting the
cerebral cortex with the thalamus, the brain stem, and
the spinal cord, among them the pyramidal tract
(Figs. 6.14, 6.24, 6.27, and 6.30). The crus cerebri is a
caudal continuation of fibers of the internal capsule.

In a frontal section of the brain (Fig. 6.24) the thala-
mus is subdivided by narrow bands of white matter
forming a Y, called the internal medullary lamina (see
also Fig. 6.22). This divides the thalamic gray matter in
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FIGURE 6.21 Transition between the mesencephalon and the dien-
cephalon. Oblique frontal section; myelin stained. Inset shows plane
and level of the section.
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three main parts: an anterior nuclear group (or com-
plex), a medial nuclear group, and a lateral part or
region made up of a dorsal and a ventral nuclear group.*
The pulvinar, continuous with the lateral part, makes
up most of the posterior part of the thalamus (Figs. 6.21
and 6.22). In addition, the posterior part of the thala-
mus includes two nuclei partly covered by the pulvinar,
the lateral geniculate body (corpus geniculatum later-
ale) and the medial geniculate body (corpus genicula-
tum mediale). Each of the thalamic nuclei connects to

4 The nomenclature of thalamic nuclear subdivisions may appear bewildering,
and matters are not made easier by lack of agreement among leading investiga-
tors. For example, the nomenclature presented in the Terminologia Anatomica
(1998) differs from that used in the scholarly book The Human Nervous
System, edited by Paxinos and Mai (2004). Throughout the present book when
dealing with the thalamus, I have tried to simplify matters to provide just
enough anatomical detail to help the reader understand the functional organi-
zation of the thalamus.
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FIGURE 6.22 The thalamus. Drawing of the thalami of both sides, to
indicate their three-dimensional form.

different parts of the cerebral cortex (see Fig. 34.7). For
example, the lateral and medial geniculate bodies are
relay stations for visual and auditory impulses, respec-
tively. Thus, fibers of the optic nerve end in the lateral
geniculate body while fibers from the inferior colliculus
end in the medial geniculate body.
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The optic nerves from the two eyes unite just under-
neath the diencephalon (Figs. 6.13 and 6.15) to form
the optic chiasm (chiasma opticum, or just chiasma), in
which there is a partial crossing of the optic nerve fibers
(see Fig. 16.14). In their further course from the optic
chiasm to the lateral geniculate body, the fibers form
the optic tract (Figs. 6.15 and 6.24). The fibers from the
lateral geniculate body to the visual cortex form the
optic radiation (Fig. 16.15).

Anterior and inferior to the thalamus lies the hypo-
thalamus (Fig. 6.23), which exerts central control of the
autonomic nervous system—that is, with control of the
visceral organs and the vessels. The hypothalamus
forms the lateral wall of the anterior part of the third
ventricle. The border between the thalamus and the
hypothalamus is marked by the shallow hypothalamic
sulcus (Figs. 6.23 and 6.24). The mammillary body
(corpus mammillare), a special part of the hypothala-
mus, protrudes downward from its posterior part
(Figs. 6.13, 6.23, and 6.29). The fornix is a thick, arch-
ing bundle of fibers originating in the cerebral cortex
(in the so-called hippocampal region in the temporal
lobe) and terminating in the mammillary bodies (see
Fig. 32.2). The major efferent pathway of the mammil-
lary body goes to the thalamus, forming a distinct fiber

Choroid plexus (of
third ventricle)

Interventricular
foramen

Thalamus

Pineal body

FIGURE 6.23 The hypothala-
mus. Drawing of midsagittal
section showing the upper parts
of the brain stem. The hypo-
thalamus is indicated in red.
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FIGURE 6.24 The diencephalon. Frontal section; myelin stained.

bundle, the mammillothalamic tract (fasciculus mam-
millothalamicus) (Figs. 6.24 and 30.6). In front of the
mammillary bodies, the floor of the third ventricle
bulges downward like a funnel and forms the stalk of
the pituitary gland, the infundibulum. The region
between the mammillary bodies and the infundibulum
is called the tuber cinereum (see Fig 30.3). It contains
neuronal groups that influence the activity of the
pituitary gland.

The pituitary (Figs. 6.13 and 6.23) consists of a
posterior lobe, developed from the CNS, and an ante-
rior lobe, developed from the epithelium in the roof of
the mouth. The anterior lobe, secreting several hor-
mones that control important bodily functions, is itself
under the control of the hypothalamus. This is discussed
further in Chapter 30.

Epithalamus and the Pineal Body

The diencephalon also includes a small area called the
epithalamus, located posteriorly in the roof of the third
ventricle. In addition to a small nucleus, the habenula
(Fig. 6.21), the epithalamus contains the pineal body or
gland (corpus pineale) (Figs. 6.19, 6.23, and 6.31). This
peculiar structure lies in the midline (unpaired) and is
formed by an evagination of the roof of the third ven-
tricle. It contains glandular cells, pinealocytes, which
produce the hormone melatonin (and several neuropep-
tides). It also contains large amounts of serotonin,
which is a precursor of melatonin. Melatonin influences
several physiological parameters, especially those that

6: PARTS OF THE NERVOUS SYSTEM 89

show a cyclic variation. This is discussed more thor-
oughly in Chapter 30, under “Hypothalamus and
Circadian Rhythms” and under “Melatonin.”

The habenula (Fig. 6.21) lies just underneath the
pineal body (one on each side). This small nucleus
(composed of several subnuclei) receives afferents from
the hypothalamus and the septal nuclei, among other
sources. Its main efferents go to nuclei in the mesen-
cephalon. The functional role of the habenula is not
known, but the pathway from the hypothalamus via
habenula to the mesencephalon may be engaged in the
bodily expressions of strong emotions—for example,
rage or fear. The habenula is one among several neuronal
groups that are altered in severe depression.

THE CEREBRUM

The cerebrum has an ovoid shape and fills most of the
cranial cavity. Whereas its convexity—that is, its upper
and lateral surfaces—are evenly curved, the basal sur-
face is uneven. In the center of the basal surface, the
brain stem emerges (Fig. 6.13). The cerebrum is almost
completely divided in two by a vertical slit, the longitu-
dinal cerebral fissure (fissura longitudinalis cerebralis),
so that it consists of two approximate half-spheres or
cerebral hemispheres (Figs. 6.25 and 6.26). Each of the
cerebral hemispheres contains a central cavity, the
lateral ventricle (Figs. 6.29 and 7.3). The lateral ven-
tricles are continuous, with the third ventricle through
asmall opening, the interventricular foramen (Fig. 6.37).
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The lateral ventricles are surrounded by masses of white
matter with some embedded nuclei. The surface of the
hemisphere is covered everywhere by a 3 to 5 mm-thick
layer of gray substance, the cerebral cortex (cortex cere-
bri). The structure, connections, and functions of the
cerebral cortex are covered most completely in Chapters
33 and 34, but some main features are briefly described
here because knowledge of them is necessary for the
chapters dealing with sensory and motor systems.

The neurons of the cerebral cortex receive impulses
from lower parts of the CNS, most of which are relayed
through the thalamus. In addition, there are numerous
association fibers—that is, fibers interconnecting
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neurons in various parts of the cerebral cortex of one
hemisphere. Finally, a vast number of commissural
fibers interconnect neurons in the two hemispheres.
Most of the commissural fibers are collected into a
thick plate of white matter, the corpus callosum, which
joins the two hemispheres across the midline (Figs. 6.26,
6.27,6.28, and 6.29). The fibers in the corpus callosum
enable impulses to travel from one hemisphere to the
other and thus ensure that the right and left hemispheres
can cooperate (see Chapter 34, under “The Function of
the Commissural Connections”). A few commissural
fibers pass in the anterior commissure (commissura
anterior) (Fig. 6.26).

Cingulate gyrus

Cingulate sulcus

FRONTAL

4 LOBE

Anterior commissure

TEMPORAL LOBE

FIGURE 6.26 The left cerebral hemi-
sphere. Viewed from the medial aspect.
The brain stem has been cut off.



The Surface of the Hemisphere Is Highly Convoluted and
Forms Gyri and Sulci

During embryonic development, the cerebral hemi-
spheres fold as they grow in size (see Fig. 7.4). This
leads to a great increase in their surface area and thus in
the amount of cortex relative to their volume (only
about one-third of the total cortical surface is exposed).
The furrowed, walnut-like appearance of the cerebral
hemispheres of humans and some higher mammals is
highly characteristic (Figs. 6.25,6.26, and 6.28). The
folding of the hemisphere produces deep fissures and
more shallow sulci. Between the sulci, the surface of the
cortex forms rounded gyri. Apart from the fissure that
divides the two hemispheres along the midline, the lon-
gitudinal cerebral fissure, the largest fissure in each
hemisphere is the lateral cerebral sulcus (fissure) or the
Sylvian fissure (Fig. 6.25). This fissure follows a course
upward and backward and extends deep into the hemi-
sphere (Fig. 6.27). The small gyri in the bottom of the
lateral sulcus form the insula (the island) (Figs. 6.27
and 6.30). More sulci and gyri will be mentioned when
dealing with the lobes of the cerebrum.

The pattern of the fissures and the larger sulci in the
human brain is fairly constant. Nevertheless, variations
are great enough to make it impossible to know exactly
where a certain sulcus is located only from landmarks
on the outside of the skull. The smaller sulci and gyri
are subject to considerable individual variation.

FIGURE 6.27 The cere-
bral  hemispheres and
upper part of the brain
stem. Photograph of
frontal section. Compare
with Fig. 6.28.
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The Hemisphere Can Be Divided into Four Lobes

With more or less sharply defined borders (formed by
fissures and sulci), one can distinguish four lobes of the
cerebral hemispheres (Figs. 6.25 and 6.26). They are
named in accordance with the bone of the skull under
which they are located. The frontal lobe (lobus fronta-
lis) lies in the anterior cranial fossa above the orbit. The
frontal lobe is separated from the parietal lobe (lobus
parietalis) by the central sulcus, which extends from the
medial edge of the hemisphere laterally to the lateral
sulcus. Below the lateral sulcus lies the temporal lobe
(lobus temporalis). Neither the parietal nor the tempo-
ral lobe has any clearly defined border posteriorly
toward the occipital lobe. The occipital lobe lies above
the cerebellum, which is located in the posterior cranial
fossa (Fig. 6.1). On the medial aspect of the hemisphere,
the border between the parietal and the occipital lobe is
marked by the parieto-occipital sulcus (sulcus parieto-
occipitalis) (Fig. 6.26).

Some Functional Subdivisions of the Cerebral Cortex

Anatomically and functionally, we divide the cerebral
cortex into different regions, which do not, however,
coincide with the different lobes. Here, only a few
points are mentioned. The gyrus in front of the central
sulcus, the precentral gyrus (gyrus precentralis)
(Fig. 6.25), coincides with the motor cortex (MI), which
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FIGURE 6.28 Magnetic resonance images (MRI) in the three conven-
tional planes. A: Midsagittal plane. B: frontal (coronal) plane; corre-
sponding to Fig. 3.27. C: Horizontal (transverse) plane. A and B
are T1 weighted with water appearing dark. C is T2 weighted with
water appearing white. (Courtesy of Dr. S. J. Bakke, Rikshospitalet
University Hospital, Norway.)

is of special significance for the execution of voluntary
movements. Destruction of this gyrus in one hemi-
sphere, cause pareses in the opposite side of the body.
Many of the fibers in the pyramidal tract come from the
precentral gyrus, and, as mentioned, most of these
fibers cross the midline on their way to the spinal cord.
The postcentral gyrus, situated just posterior to the cen-
tral sulcus, is the major receiving region for sensory
impulses from the skin, the musculoskeletal system,
and the viscera. This region is called the somatosensory
cortex (SI). The tracts that conduct impulses from the
sense organs to the cortex are also crossed. Thus,
destruction of the postcentral gyrus on one side leads
to lowered sensibility (for example, of the skin) on the
opposite side of the body. We have previously men-
tioned the medial lemniscus, which is part of the path-
ways from the sense organs to the postcentral gyrus.
The fibers of the medial lemniscus terminate in a subdi-
vision of the lateral thalamic nucleus (Fig. 6.24), and
the neurons there send their axons to the postcentral
gyrus.

The visual cortex—the main cortical region receiving
information from the eyes—is located in the occipital
lobe around a deep sulcus (fissure), the calcarine sulcus
(sulcus calcarinus) (Fig. 6.26). The impulses start in the
retina and are conducted in the optic nerve and the
optic tract to the lateral geniculate body (Figs. 6.21 and
6.22),and from there to the visual cortex (see Fig. 16.14).
The visual cortex can be distinguished from the sur-
rounding parts of the cortex in sections perpendicular
to the surface: it contains a thin whitish stripe running
parallel to the surface (caused by a large number of
myelinated fibers). Because of the stripe, this part of the
cortex was named the striate area by the early anato-
mists (see Fig. 16.18).

The auditory cortex—the cortical region receiving
impulses from the cochlea in the inner ear—is located
in the superior temporal gyrus of the temporal lobe
(Fig. 6.25; see also Fig. 17.11). The pathway for audi-
tory impulses is synaptically interrupted in the medial
geniculate body (Figs. 6.21 and 6.22).

The olfactory cortex is a small region on the medial
aspect of the hemisphere near the tip of the temporal
lobe. It is part of the so-called uncus (Fig. 6.26; see also
Fig. 18.3) and extends somewhat onto the adjoining
parahippocampal gyrus. The olfactory cortex receives
fibers from the olfactory bulb (bulbus olfactorius)
through the olfactory tract (tractus olfactorius)
(Fig. 6.13). The cortex of the parahippocampal gyrus
extends into the hippocampal sulcus (fissure), forming
a longitudinal elevation, the hippocampus (Figs. 6.27
and 6.31; see also Fig. 32.2). The hippocampus belongs
to the phylogenetically oldest parts of the cerebral
cortex and has a simpler structure than the newer parts.
The hippocampus and adjoining cortical regions in the
medial part of the temporal lobe are of particular interest



with regard to learning and memory (this is treated
further in Chapter 32).

The Cerebral Cortex Consists of Six Cell Layers

Examination of a microscopic section cut perpendicu-
lar to the surface of the cerebral cortex shows that the
neuronal cell bodies are not randomly distributed (see
Figs. 34.1 and 34.2). They are arranged into layers or
laminae parallel to the surface. Each layer is character-
ized by a certain shape, size, and packing density of the
cell bodies (compare with the Rexed’s laminae of the
spinal cord). We number the layers from the surface
inward to the white matter. Layer 1 is cell poor and
consists largely of dendrites from neurons with cell
bodies in deeper layers and of axons with terminals
making synapses on the dendrites. Layers 2 and 4 are
made up of predominantly small, rounded cells and are
therefore called the external and internal granular layer,
respectively. These two layers have in common that
they largely have a receiving function: many of the
afferent fibers to the cerebral cortex terminate and form
synapses in layers 2 and 4. Fibers conveying sensory
information from lower levels of the CNS end predom-
inantly in layer 4, and consequently this layer is partic-
ularly well developed in the sensory cortical regions
mentioned above. Layers 3 and 5 contain cells that are
larger than those in layers 2 and 4 are, and the cell bod-
ies tend to be of pyramidal shape, hence the name pyra-
midal cells. Many of the pyramidal cells in layer 5 send
their axons to the brain stem and spinal cord, where
they influence motor neurons. Layer § is therefore espe-
cially well developed in the motor cortex in the precen-
tral gyrus. The pyramidal neurons in layer 3 send their
axons primarily to other parts of the cerebral cortex,
either in the same hemisphere (association fibers) or to
cortex in the hemisphere of the other side (commissural
fibers). The cell bodies of layer 6 are smaller and more
spindle-shaped than those in layer 5 are. Many of the
neurons send their axons to the thalamus, enabling the
cerebral cortex to influence the impulse traffic from the
thalamus to the cortex (feedback connections).

There are also numerous interneurons in the cerebral
cortex, providing opportunity for cooperation between
the various layers (interneurons with “vertically” ori-
ented axons) and between neurons in different parts of
one layer (interneurons with “horizontally” oriented
axons). The layers are obviously not independent units.

The Cerebral Cortex Can Be Divided into Many Areas
on a Cytoarchitectonic Basis

We mentioned that some layers are particularly well
developed in certain regions of the cortex—for exam-
ple, layer 4 in the sensory receiving areas and layer § in
the motor cortex. There are many more differences
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when all layers all over the cortex are systematically
compared. Such cytoarchitectonic differences (i.e., dif-
ferences in size, shape, and packing density of the cell
bodies) form the basis of a parcellation of the cerebral
cortex of each hemisphere into approximately 50 corti-
cal areas (areae). Maps of the cerebral cortex showing
the positions of the various areas were published by
several investigators around year 1900 and are still in
use. The German anatomist Brodmann (see Fig. 20.3)
published the most widely used map. Such cytoarchi-
tectonically-defined areas have later been shown, in
many cases, to differ also with regard to connections
and functional properties. The numbering of the corti-
cal areas may appear illogical. For example, the motor
cortex in the precentral gyrus corresponds to area 4 of
Brodmann. This borders posteriorly on area 3 but on
area 6 anteriorly. Area 3 borders on area 1, which bor-
ders on area 2, and so on (see Fig. 34.3). It is not neces-
sary to learn the position of more than a few of the
cortical areas, however, and these will be dealt with in
connection with the various functional systems in
Parts II-VI of this volume.

The Basal Ganglia

The interior of the hemispheres contains large masses
of gray substance. Largest among these are the so-called
basal ganglia, which perform important tasks related to
the control of movements.” Other nuclear groups (the
amygdala, the septal nuclei, and the basal nucleus) are
discussed in Chapter 31, and the basal ganglia are dis-
cussed in Chapter 23. Here we mention only a few main
points with regard to the anatomy of the basal ganglia.

The basal ganglia receive massive afferent connec-
tions from the cerebral cortex and acts, by way of their
efferent fibers, primarily back on motor regions of the
cortex. Sections through the hemispheres show that the
basal ganglia consist of two main parts (Figs. 6.29 and
6.30). In a horizontal section (Fig. 6.30) one large part
lies lateral to the internal capsule, and a smaller part
lies medial to the internal capsule and anterior to the
thalamus. The largest part is called the lentiform nucleus
(nucleus lentiformis) because of its shape. It consists of
two closely apposed parts: the lateral or external part is
the putamen, and the medial or internal part is the glo-
bus pallidus. The part of the basal ganglia situated
medial to the internal capsule is the caudate nucleus
(nucleus caudatus). The name describes its form: a large
part of the nucleus forms a long, curved “tail” (Fig. 7.4,
see also Fig. 23.1). The putamen and the caudate

5 The name basal ganglia has been retained from a time when all collections of
neurons were called ganglia, regardless of whether they were located inside or
outside the CNS. Today we use the term ganglion only for collections of neu-
rons outside the CNS, as discussed in Chapter 1. However, the name basal
ganglia is so well established that is not practical to exchange it.
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nucleus together are called the striatum (or neostria-
tum). The caudate nucleus consists of an anterior bulky
part, the caput (head), and a progressively thinner
cauda (tail). The cauda extends first backward and then
down and forward into the temporal lobe, located in
the wall of the lateral ventricle. Figure 7.4 shows how
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FIGURE 6.29 The cerebral hemispheres.
Frontal section, placed more frontally
than as shown in Fig. 3.27, showing
the basal ganglia and amygdala.

this peculiar form can be explained on the basis of the
embryonic development of the cerebral hemispheres.
The claustrum forms a sheet of grey matter lateral to
the putamen (Fig. 6.29). It has reciprocal connections
most parts of the cerebral cortex. Little is known about
its function or clinical significance, but based on its
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FIGURE 6.30 The internal structure of the cerebral
hemisphere. The left half is a photograph of a
horizontal section through the left hemisphere.
Compare with Fig. 6.28.



FIGURE 6.31 The internal structure of
the cerebral hemispheres. The upper
parts of the right hemisphere has been
cut away to open the lateral ventricles.
In the anterior part, the caudate
nucleus forms the bottom and lateral
wall of the ventricle. In the temporal
horn of the ventricle, the hippocampus
forms the medial wall.

connections it has been suggested to deal with sensory
integration. One hypothesis proposes that by virtue of
its integrative potential, claustrum may be linked with
the formation of conscious percepts.

THE CEREBELLUM

The cerebellum (the “little brain”) is first and foremost
of importance for the execution of movements; like the
basal ganglia, it belongs to the motor system. The cer-
ebellum is located in the posterior cranial fossa, dorsal
to the brain stem (Figs. 6.2 and 6.32). It is connected
with the brain stem anteriorly by way of three stalks of
white matter on each side: the inferior, middle, and
superior cerebellar peduncles (Figs. 6.14 and 3.19). In
general, the inferior cerebellar peduncle, or restiform
body (corpus restiforme), contains fibers that carry
impulses from the spinal cord to the cerebellum, whereas
the middle cerebellar peduncle, or the brachium pontis,
conveys information from the cerebral cortex. The
superior cerebellar peduncle, or the brachium conjunc-
tivum, contains most of the fibers conveying impulses
out of the cerebellum—that is, the cerebellar efferent

fibers.
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Like the cerebrum, the cerebellum is covered by a
layer of gray substance, the cerebellar cortex (cortex
cerebelli), with underlying white matter. Enclosed in
the white matter are regions of gray matter, the central
(deep) cerebellar nuclei (see Fig. 24.14). From the neu-
rons in these nuclei come the majority of efferent fibers
that convey information from the cerebellum to other
parts of the CNS (the cerebral cortex, various brain
stem nuclei, and the spinal cord).

The cerebellar surface is extensively folded, forming
numerous narrow sheets, or folia, that are predomi-
nantly oriented transversely (Fig. 6.32). The fissures
and sulci between the folia are partly very deep; the
deepest among them divide the cerebellum into lobes
(Fig. 6.32A; see also Fig. 24.2). In addition, the cerebel-
lum can be subdivided macroscopically on another
basis. In the posterior part of the cerebellum a narrow
middle region is situated deeper than the much larger
lateral parts (Fig. 6.32B). This middle part of the cere-
bellum is called the vermis (worm) and is present also in
the anterior part of the cerebellum, although not as
clearly distinguished from the lateral parts as posteri-
orly. The lateral parts are called the cerebellar hemi-
spheres. A small bulbous part on each is connected
medially with a thin stalk to the vermis. This part is
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FIGURE 6.32 The cerebellum. A: Seen from the rostroposterior aspect.
B: Seen from the ventral aspect (the side facing the brain stem).
C: Midsagittal section showing the cerebellar cortex as a thin layer

called the flocculus (Fig. 6.31B) and lies close to the
middle cerebellar peduncle, just posterior to the seventh
and eighth cranial nerves (Fig 6.13). A midsagittal sec-
tion through the cerebellum (Fig. 6.32C) shows clearly
the deep sulci and fissures. The white substance forms a

Vermis
Superior cerebellar peduncle

Middle cerebellar
peduncle

Flocculus

— Arbor vitae
(white matter)

with white matter underneath (white matter indicated in black in the
drawing).

treelike structure called the arbor vitae (the tree of life,
which is not very fitting since the cerebellum is not nec-
essary for life). The fourth ventricle, extending into the
cerebellum like the apex of a tent, is also evident in the
midsagittal section.



/| The Coverings of the Brain and
the Ventricular System

OVERVIEW

The central nervous system (CNS) is well protected
against external forces as it lies inside the skull and the
vertebral canal. In addition to this bony protection, the
CNS is wrapped in three membranes of connective
tissue—the meninges—with fluid-filled spaces between
the membranes. In fact, it is loosely suspended in a fluid-
filled container. The innermost membrane—pia—is
thin and adheres to the surface of the brain at all places.
The outermost membrane—dura—is thick and fibrous
and covers the inside of the skull and spinal canal. The
arachnoid is a thin membrane attached to the inside of
the dura. The subarachnoid space is with cerebrospinal
fluid (CSF) and lies between the pia and the arachnoid.

The ventricular system consists of irregularly shaped,
fluid-filled cavities inside the CNS. There are four dila-
tations or ventricles. The two lateral ventricles are larg-
est and are located in the cerebral hemispheres. They
communicate with the third ventricle lying between the
two thalami. The third ventricle, situated between
the cerebellum and the brain stem, communicates with
the fourth ventricle via the narrow cerebral aqueduct.
Vascular choroid plexuses in the ventricles produce
about 0.5 liters of CSF per day. The CSF leaves the ven-
tricular system through openings in the fourth ventricle
and enters the subarachnoid space. Drainage of CSF
occurs through small evaginations—arachnoid villi—of
the arachnoid emptying into venous sinuses and along
cranial and spinal nerve roots and then into extracra-
nial lymphatic vessels. The CSF has a protective func-
tion, it minimizes accumulation of harmful substances
in the nervous tissue, and it probably serves as a signal
pathway.

THE MENINGES

The Pia Mater, the Arachnoid, and
the Subarachnoid Space

The innermost one is the vascular pia mater (usually
just called pia). It follows the surface of the brain and
spinal cord closely and extends into all sulci and depres-
sions of the surface (Figs. 7.1 and 7.2). Thin vessels

pass from the pia into the substance of the brain and
supply the external parts, such as the cerebral cortex,
with blood (the deeper parts of the brain are supplied
by vessels entering the brain at its basal surface). The
next membrane, the arachnoid, does not follow the
uneven surface of the brain but extends across depres-
sions, fissures, and sulci. Between the pia and the arach-
noid exists a narrow space, the subarachnoid space,
which is filled with CSF (Figs. 6.1, 7.1, and 7.5).
Numerous thin threads of connective tissue connect the
pia with the arachnoid, thus spanning the subarachnoid
space. The depth of the subarachnoid space varies from
place to place because the arachnoid, as mentioned,
does not follow the surface of the brain. Where it crosses
larger depressions, the subarachnoid space is consider-
ably widened, forming so-called cisterns filled with
CSF. Several cisterns are found around the brain stem,
but the largest one, the cisterna magna, or cerebellom-
edullary cistern, is located posterior to the medulla
below the cerebellum (Figs. 6.1 and 7.5). The CSF
enters the cisterna magna from the fourth ventricle
(Fig. 7.5).

The subarachnoid space is continuous around the
whole CNS. Substances released into the subarachnoid
space at one place therefore quickly spread out. A suba-
rachnoid hemorrhage, for example, most often caused
by rupture of a vessel at the base of the brain, quickly
leads to mixing of the CSF with blood. Thus, a sample
of CSF taken from the dural sac at lumbar levels will be

bloody.

The Dura Mater

The outermost membrane, the dura mater (usually just
called the dura), is thick and strong because it consists
of dense connective tissue (Figs. 7.1, 7.2, and 7.5). The
dura covers closely the inside of the skull, and its outer-
most layers constitute the periosteum. The arachnoid
follows the inside of the dura closely so that there is
only a very narrow space between these two meninges,
the subdural space (Figs. 7.1 and 7.2). The dura extends
down into the vertebral canal to enclose the spinal cord.
It extends further down than the cord, however, form-
ing a sac around the roots of the lower spinal nerves
(the cauda equina). This dural sac extends down to the

97
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cord.
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level of the second-third sacral vertebra (Fig. 6.3). Thus
below the level of the first and second lumbar vertebrae
(the lower end of the cord), the dural sac contains only
spinal nerve roots and CSF (Fig. 6.3). This is a safe
place to perform a lumbar puncture—that is, enter the
subarachnoid space with a needle to take samples of the
CSF, as there is no danger of harming the cord.

Anchoring of the Brain and Spinal Cord

In a few places, the dura forms strong infoldings, serv-
ing to restrict the movements of the brain within the
skull. Large movements can stretch and damage vessels
and nerves connecting the brain with the skull (one of
the possible effects of head injuries). From the midline,
the falx cerebri extends down between the two hemi-
spheres (Figs. 7.2 and 8.7). Posteriorly, the falx divides
into two parts that extend laterally over the superior
face of the cerebellum and attach to the temporal pyra-
mid. These two folds meet in the midline and form the
cerebellar tentorium (see Fig. 8.9). In the anterior part
of the tentorium, there is an elongated opening for the
brain stem. If the pressure in the skull above the tento-
rium increases (due to bleeding, a tumor, or brain
edema), part of the temporal lobe may be pressed down
or herniate between the tentorium and the brain stem,
harming the brain stem temporarily or permanently.

The spinal cord is anchored to the meninges partly by
the spinal nerves and partly by two thin bands, the den-
ticulate ligaments (Fig. 7.1A), extending laterally from
the cord to the arachnoid and dura (this is not a con-
tinuous ligament but one that forms 21 lateral exten-
sions from the cord to the dura). The spinal cord
nevertheless moves considerably up and down in the
dural sac with movements of the vertebral column (the
length of the vertebral canal varies by almost 10 cm
from maximal flexion, when it is longest, to maximal
extension).

Subarachnoid
space

Pia

Cortex
Bridging vein FIGURE 7.2 The meninges, the subarachnoidal
space, and the superior sagittal sinus. Schematic
of a frontal section through the head, with the
skull and the brain. See also Figs. 1.27 and 3.37.
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The Meninges and Stiffness of the Neck

Infection of the meninges, meningitis, typically pro-
duces stiffness of the neck. Every attempt to bend the
neck or the back forward evokes an immediate reflex-
ive muscular resistance. When the doctor tries to lift
the patient’s head off the pillow, the neck is kept
straight. The infection causes inflammation of the
meninges, which also extends onto the vessels and the
nerve roots in the subarachnoid space. Forward bend-
ing (flexion) of the vertebral column elongates the spi-
nal canal, as mentioned, and that stretches the meninges,
the vessels, and the nerve roots. Most likely, this
accounts for the intense pain associated with any effort
to flex the back or neck (similar to the pain felt by
stretching an inflamed area of the skin or a joint cap-
sule). Straining or coughing also causes pain in patients
with meningitis. However, other means than infections
by bacteria and viruses can produce such irritation of
the meninges. For example, one strong irritant is blood
in the subarachnoid space. Thus, stiffness of the neck is
by itself only a sign of meningeal irritation and does not
indicate a specific cause.

Meningeal irritation usually causes a strong head-
ache. This occurs most dramatically with subarachnoid
hemorrhage, in which an intense headache starts
abruptly the moment the bleeding starts and blood
flows into the subarachnoid space. In such instances,
the cause is usually spontaneous rupture of an aneu-
rysm (a sac-like dilatation) on one of the arteries at the

base of the skull.

THE CEREBRAL VENTRICLES AND THE
CEREBROSPINAL FLUID

We have mentioned the ventricular system several times
in connection with treatment of the various parts of the
brain. Here we consider the ventricular system as a
whole, along with the CSF.

The Location and Form of the Ventricles

The thin central canal of the cord continues upward
into the brain stem. There the canal widens to form the
fourth ventricle at the posterior aspect of the medulla
and pons (Figs. 6.1, 7.3, and 7.5). The ventricle has a
tentlike form with the apex projecting into the cerebel-
lum and two lateral recesses (recessus lateralis). The
diamond-shaped rhomboid fossa at the dorsal aspect of
the brain stem (Fig. 6.19) forms the “floor” of the
fourth ventricle, while the cerebellar peduncles form
the lateral walls.

The third ventricle is a thin slitlike room between the
two thalami (see Figs. 6.27, 6.30, 6.31, 7.3, and 7.5).
During embryonic development, the primordia of the

hemispheres become closely apposed to the diencepha-
lon (see Fig. 9.13). The loose masses of connective
tissue between the hemispheres form an approximately
horizontal plate that constitutes the roof of the third
ventricle. The choroid plexus is attached to the inside of
the roof (see Figs. 6.23 and 7.5).

The two lateral ventricles represent the first and
second ventricles, but these terms are not used. From a
central part in the parietal lobe, the lateral ventricles
have processes called horns into the three other lobes:
an anterior (frontal) horn, a posterior (occipital) horn,
and an inferior (temporal) horn extending downward
and anteriorly into the temporal lobe (Fig. 7.3; see also
Figs. 6.29 and 6.31). The anterior horn is the largest
and is bordered medially by the septum pellucidum,’'
whereas the head of the caudate nucleus bulges into it
from the lateral side (Figs. 6.29 and 7.5). The central
part of the ventricle lies just above the thalamus
(Fig. 6.31). The inferior horn starts at the transition
between the central part and the posterior horn and fol-
lows the temporal lobe almost to its tip (Fig. 7.3).
Medially in the inferior horn there is an elongated ele-
vation, the hippocampus (Figs. 6.27 and 6.31), formed
by invagination of the ventricular wall from the medial
side by the hippocampal fissure.

The curved form of the lateral ventricles can be
understood on the basis of the embryonic development
of the cerebrum (Fig. 7.4). Both the lateral ventricles
and the nervous tissue in its walls (such as the caudate
nucleus and the hippocampus) eventually obtain a
curved shape.

The Cerebrospinal Fluid Is Produced by Vascular
Plexuses in the Ventricles

All of the ventricles are filled with a clear, watery fluid,
the CSF. Most of the fluid is produced by vascular tufts,
the choroid plexus.” This is present in all four ventricles
(Fig. 7.5), but the largest amount of choroid plexus is in
the lateral ventricles (Fig. 6.31). The plexuses arise in
early embryonic life by invaginations of the innermost
membrane (the pia mater) at sites where the wall of the
neural tube is very thin (Fig. 7.6). An elaborate struc-
ture of thin, branching protrusions, or villi, arises here
(Fig. 7.7). The choroid plexuses attach to the wall
of the ventricles with a thin stalk (tela choroidea).
The surface of the villi is covered by simple cuboid

1 There is a thin slit between the septum pellucidum of the two sides that has
nothing to do with the ventricles. In embryonic development, the slit is continu-
ous with the room between the two hemispheres but is later closed when the
corpus callosum grows across the two hemispheres. Downward, the fornices
close the slit (Fig. 6.29).

2 Early observations in experimental animals suggested that the choroid plexus
is not solely responsible for CSF production. Thus, removal of the choroid
plexus did not prevent development of hydrocephalus after blocking the CSF
drainage. It is now assumed that in humans 10% to 30% of the CSF is pro-
duced by brain interstitial fluid passing through the ependyma.
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FIGURE 7.3 The ventricular system
of the brain.

epithelium (which is continuous with the ependyma
covering the inside of the ventricles). The epithelial cells
have microvilli that increase their surface in contact
with the CSF. The interior of the villi is composed of
loose connective tissue with numerous capillaries of the
fenestrated type, which are rather leaky. Therefore, the
hydrostatic pressure inside the capillaries produces a
net flow of water with solutes (and a fair amount of
proteins) into the interstitial space of the villi. This pro-
tein-rich fluid cannot leave the villi directly, however,
because the epithelial cells covering the villi attach to
each other with tight junctions (Fig 7.7). The transport
of water through the epithelium is caused by active
transport of sodium. Thus, the pumping of sodium pro-
duces an osmotic gradient so that water diffuses from
the interior of the villi into the ventricles. Other ions,
such as chloride and bicarbonate, follow the water pas-
sively. The epithelial cells of the choroid plexus are
equipped with water channels or aquaporins (AQP1)
on the apical surface (that is, facing the CSF).
Presumably, the aquaporins are important for the rapid
transport of water. Indeed, the rate of CSF secretion by
the choroid plexus (0.2 mL/min/g tissue) is much higher
than in other secretory epithelia in the body.
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FIGURE 7.7 Structure of the choroid plexus, exemplified by one villus
(inset). Arrows indicate the flow of fluid from the capillaries to the
ventricles.

The epithelium of the choroid plexus represents a
barrier between the blood and the CSF, the blood—CSF
barrier. Thus, many substances that can leave the capil-
laries of the choroid plexus cannot enter the CSF. This
is obviously important, because neurons are extremely
sensitive to changes in the composition of their environ-
ment. We will later describe a similar but even more
important barrier between the blood in the brain capil-
laries and the brain interstitial fluid.

Composition and Functions of the Cerebrospinal Fluid

The concentration of sodium, potassium, and several
other ions is about the same in the CSF as in the blood
(there are some minor differences, however). The con-
centration of glucose is about two-thirds that in the
blood. A major difference concerns proteins: there is
normally very little protein in the CSF (less than 0.5%
of the plasma protein concentration).

Water and soluble substances are freely exchange-
able between the CSF and the interstitial fluid of the
nervous tissue because the ependyma is freely perme-
able to water and even small protein molecules. It is not
surprising, therefore, that many neurotransmitters,
peptides, and other neuroactive substances occur in the
CSF, and their presence there does not by itself signify
a functional role. Some substances, however—notably
hormones synthesized in the anterior pituitary—are
apparently actively secreted into the CSF, not simply
accepted by passive diffusion. Some other substances
appear to use the CSF as a means to reach specific
receptors close to the ventricles.
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The CSF has an important protective function because
the brain almost floats in it. Thus, theoretically buoy-
ancy reduces the weight of the brain to about 50 g,
which means less traction on vessels and nerves con-
nected to the CNS. Further, the effect on the brain of
blows to the head is dampened because water has to be
pressed aside before the brain hits its hard surroundings
(the skull).

Another possible functional role of the CSF can be
deduced from the fact, mentioned above, that water
and solutes pass freely between it and the extracellular
fluid (interstitium) of the nervous tissue. This means
that diffusion into the CSF may minimize accumulation
of harmful substances in the nervous tissue (such as
potassium ions during prolonged periods of intense
neuronal activity). This would be of significance, how-
ever, only for neurons that are fairly close to the ven-
tricles, as the diffusion of molecules in the labyrinth-like
brain interstitium is slow (much slower than in free
water). Thus, after injecting representative substances
in the brain, the concentration is reduced by 90% some
1 to 3 mm away from the injection site.

Regardless of the normal functions of substances in
the CSF, examination of the CSF composition gives
valuable information of the extracellular fluid of the
brain. This fluid compartment is difficult to examine
directly, but because the ependyma is freely permeable,
one can safely assume that the composition of the CSF
matches fairly well the environment of the neurons.

Cerebrospinal Fluid as a Signal Pathway

The concentration of the hormone melatonin (which
influences sexual functions and circadian rhythms by
binding to receptors in the hypothalamus) is twice as
high in the third ventricle as in the lateral ventricles and
100 times higher than in cerebral arteries. This suggests
that melatonin is secreted into the CSF and uses this as
its main transport medium, whereas the bloodstream is
of minor importance.

Some studies indicate that substances in the CSF
might be of importance for sleep. Thus, by transferring
CSF from a sleep-deprived animal, the recipient becomes
sleepy. The responsible substance has not been identi-
fied but interleukin 1 (IL-1B) is a likely candidate.
Thus, its concentration in the CSF increases by sleep
deprivation and has also been shown to induce sleep.
The further signal pathway of IL-1p from CSF to rele-
vant neurons is not known, but it finally influences the
neurons in the reticular formation that are responsible
for regulation of sleep and wakefulness.

Several growth factors are synthesized and secreted by
the choroid plexus. While the choroid plexus epithelium
expresses receptors for such growth factors—suggesting
an autocrine function—they may also be expected to
act on nervous tissue close to the ventricles.

Circulation and Drainage of the Cerebrospinal Fluid

About one-half liter of CSF is produced each day, yet
the total volume of fluid in the ventricles and the suba-
rachnoid space is only 130 to 140 mL (approximately
20 mL is in the ventricles).’ In addition, approximately
75 mL surrounds the spinal cord. Thus, the total
amount is renewed several times a day. This means that
effective means of drainage must exist.

The fluid produced in the lateral ventricles flows into
the third ventricle through the interventricular foramen
(of Monro) (Fig. 7.5; see Fig. 6.23). From there the fluid
flows through the narrow cerebral aqueduct to the
fourth ventricle. The choroid plexuses in the third and
fourth ventricles add more fluid. The fluid leaves the
ventricular system and enters the subarachnoid space
(more specifically, the cisterna magna) through three
openings in the fourth ventricle: one in the midline pos-
teriorly (the foramen of Magendie) and two laterally
(the lateral recesses or foramina of Luschka) (Fig. 7.5).
The fluid then spreads out over the entire surface of the
brain and spinal cord. From the base of the brain, there
is an upward stream along the lateral aspects of the
hemispheres toward the midline (Fig. 7.5). The flow
velocity is uneven, however, as shown by following the
spread of injected substances. After injection into the
lateral ventricles labeled substances are detectable after
a few minutes in the subarachnoid space, but then
moves very slowly over the cerebral hemispheres (sev-
eral hours) and down to the lumbar cistern (one hour).

The routes of CSF drainage are not completely
known, although emptying into venous sinuses by way
of arachnoid villi is usually assumed to constitute
the main route. The arachnoid villi are small evagina-
tions of the arachnoid. Several villi together form
macroscopically visible protrusions called arachnoid
granulations, which are particularly prominent along
the superior sagittal sinus (Figs. 7.2 and 7.5). Passage
of fluid from the subarachnoid space to the venous
sinuses is presumably caused by a difference in hydro-
static pressure, the pressure being higher in the suba-
rachnoid space (about 15 cm of H,O) than in the sinuses
(7-8 cm of H,0). Nevertheless, we do not actually
know how much of the CSF that is drained in this way.*

3 The total volume of the ventricles has been determined mainly by use of
plastic casts in fixed brains. The average total volume is probably some less
than 20 cm’. The individual variations are surprisingly large, however (the
normal range is probably from 7 to 30 cm’). Most studies have examined only
the lateral ventricles, finding an average volume of about 7 cm’ for each. The
volumes of the third and fourth ventricles appear to be some less than 1 cm” for
each. Even though the ventricular size increases somewhat with age, this can
explain only a small fraction of the individual variations. In the same individual,
however, the two lateral ventricles are quite similar in volume.

4 One reason for questioning the role of the arachnoid granulations in CSF
drainage is that they are not present prenatally while the choroid plexuses
are well developed by the end of the embryonic period (about 8 weeks after
fertilization). Therefore, in the fetus and newborn other routes seem to be
responsible for most or all of the CSF drainage.
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Another, and perhaps quantitatively more important
route of drainage, is along cranial and spinal nerve
roots and then into extracranial lymphatic vessels (the
nervous tissue contains no lymphatics). Animal experi-
ments indicate that drainage through the cribriform
plate (where the olfactory nerve fibers enter the skull,
see Fig. 8.10) may be of particular significance.

Because the CNS and the CSF are located in a closed
container with rigid walls, the pressure inside the con-
tainer increases if, for some reason, the amount of sub-
stance inside it increases. The intracranial pressure is
the same for the nervous tissue and the CSF, but it can
be measured most conveniently in the latter. For each
heartbeat, for example, the pressure inside the cerebral
ventricles increases slightly because more blood is
pumped into the brain. Correspondingly, the pressure
increases on coughing and straining because the drain-
age of venous blood from the cranial cavity and the
vertebral canal is reduced.

Regardless of cause, any intracranial expansive pro-
cess leads to increased intracranial pressure. When the
pressure increases, the blood pressure increases to main-
tain cerebral blood flow. Thus, abnormally elevated
blood pressure, usually combined with slowing of the
heart rate, is one of the signs of severely increased
intracranial pressure. However, an increase above a
certain level reduces blood flow and the functioning of
the brain suffers (with signs of confusion and eventu-
ally loss of consciousness). This occurs, for example, in
patients with brain edema. This is a dangerous compli-
cation of acute brain damage caused by, for example,
head injuries. The edema is caused by extravasation of
fluid from the brain capillaries. Similarly, an intracra-
nial hemorrhage, which may arise from vessels inside or
outside the brain substance, can also cause a dangerous
increase of the intracranial pressure. If the expansion
process is located in the posterior fossa (below the cer-
ebellar tentorium; see Fig. 8.9), the cerebellar tonsils
(see Figs. 6.13 and 6.32C) may be dislocated downward
into the foramen magnum and thus compress the
medulla (tonsillar herniation). If the expansive process
is located above the tentorium (in the middle or ante-
rior fossa), the uncus of the temporal lobe (see Fig. 6.26)
can be dislocated downward beneath the edge of the
tentorium and compress the brain stem at the level of
the mesencephalon (see Figs. 6.29 and 8.9). Both forms
of herniation may lead to serious brain damage or death.

A condition with increased amount of CSF and dila-
tation of the ventricles is called hydrocephalus. It is
usually assumed that the condition arises because of

increased intraventricular pressure due to obstruction
of the drainage of the CSF—for example, by closure of
the aqueduct (inflammation, tumor, bleeding) or the
outlets from the fourth ventricles. Even if this may be
the cause in some, it cannot explain all cases of hydro-
cephalus. Thus, some persons develop hydrocephalus
in spite of apparently normal intraventricular pressure
and no sign of obstruction (communicating or normal
pressure hydrocephalus).

If obstruction of CSF flow from the ventricles occurs
in an adult, in whom the sutures of the skull have grown
firmly together, the intracranial pressure increases
markedly, with dramatic symptoms. If the condition
arises in early childhood before closure of the sutures,
however, the size of the head grows abnormally, with
the skull yielding to the increased intracranial pressure.
This may continue for some time with surprisingly few
signs of cerebral dysfunction, but the development of
the brain will eventually suffer, with results such as
mental retardation. Hydrocephalus in children may
be treated by shunting the CSF directly into a big vein
outside the skull.

Examination of the CSF can provide valuable informa-
tion about neurological diseases. A sample of the fluid
is usually withdrawn with a thin needle from the suba-
rachnoid space in the dural sac—that is, below the level
of the second lumbar vertebra (lumbar cistern). This
way there is no risk of damaging the spinal cord (see
Fig. 6.3). When the tip of the needle is in the subarach-
noid space, the intracranial pressure can also be mea-
sured. Examination of the fluid, in part under the
microscope, can give information about possible bleed-
ing into the subarachnoid space and about infections
and inflammations of the brain itself (encephalitis) or
the meninges (meningitis). In the latter case, there are
numerous leukocytes in the CSF. The concentration of
proteins, normally very low, may increase in certain
diseases (e.g., in multiple sclerosis, in which the pro-
teins are antibodies against components of the nervous
tissue).

The shape and size of the ventricles can be determined
noninvasively in living subjects by use of computer
tomography (CT) and magnetic resonance imaging
(MRI) (see Figs. 6.2, 6.28,23.4, and 32.11). Atrophy of
the nervous tissue of the brain—for example, atrophy
of the cerebral cortex, which occurs in dementia—leads
to dilatation of the ventricles, whereas expansive, space-
occupying processes like hemorrhages and tumors may
distort and compress the ventricles.
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OVERVIEW

Of all cell types in the body, neurons are the most sensi-
tive to interruption of their supply of oxygen (anoxia).
Only a few minutes’ stop in the blood flow may cause
neuronal death. The oxygen consumption of the brain
is high even at rest. Therefore, the blood supply of the
central nervous system (CNS) is ample, and the brain
receives about 15% of the cardiac output at rest.
Regulatory mechanisms ensure that the brain gets what
it needs—if necessary, at the expense of all other organs.
The arteries of the brain lie within the cranial cavity
and are mostly devoid of anastomoses (connections)
with arteries outside the skull. Therefore, other arteries
cannot take over if the intracranial ones are narrowed
or occluded.

The cerebral blood flow is largely controlled by the
local conditions in the nervous tissue, that is, there is a
high degree of autoregulation. Local changes in the
concentrations of ions, oxygen, carbon dioxide, and
various signal substances determine the resistance
offered by the arterioles. Brain vessels receive sensory
innervation from the trigeminal nerve.

In most organs, small-molecule substances pass the
capillary wall, and their concentration is therefore simi-
lar in the blood plasma and in the interstitial fluid. In
contrast, the CNS exerts strict control of what is let in.
The blood-brain barrier (a similar barrier exists between
the blood and the cerebrospinal fluid [CSF]) is due mainly
to special, selective properties of the brain capillaries.

In a few small regions adjoining the ventricles, the
capillaries are fenestrated and hence let substances from
the blood pass through easily. At such places, neurons
are exposed to substances of the blood that do not enter
other parts of the brain. These regions are called the
circumventricular organs.

Broadly speaking, the internal carotid artery supplies
most of the cerebral hemispheres, whereas the vertebral
artery supplies the brain stem and the cerebellum.
Communicating arteries at the base of the skull estab-
lish anastomoses between the posterior (vertebral) and
the anterior (internal carotid) cerebral circulations.

CEREBRAL MICROCIRCULATION AND
THE BLOOD-BRAIN BARRIER

The brain has a very high density of capillaries,
and neurons are seldom more than 10 um from the
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nearest capillary. The total length of all capillaries in
the brain are said to be 400 miles, and their total sur-
face area more than 20 m”. To understand the normal
properties and the responses to disease of brain capil-
laries, however, they cannot be studied in isolation. The
term neurovascular unit serves to emphasize the close
structural and functional relationship between neurons,
glial cells, associated capillary-endothelial cells, basal
lamina, and pericytes (Fig. 8.1).

Regulation of Cerebral Circulation

Regulation of the blood flow is one among several
factors governing the composition of the brain’s extra-
cellular milieu—that is, the concentration of ions,
neuroactive substances, nutrients, and water (osmolar-
ity). Control of the properties of astrocytes and the
blood-brain barrier are other important factors (see
Chapter 2, under “Astroglia and the Control of Neuronal
Homeostasis”).

The cerebral circulation exhibits a high degree of
autoregulation—that is, conditions in the brain itself
determine the blood flow. If the blood pressure falls,
the arteries dilate. This reduces vascular resistance so
that the blood flow is upheld. If the blood pressure
rises, the opposite happens: the arteries constrict. This
is an important control mechanism, since increased
capillary hydrostatic pressure may cause brain edema.
The brain maintains almost constant blood flow as long
as the systolic pressure is between 60 and 160 mm Hg.
If the pressure falls below 60 mm, however, the flow
falls steeply and the person becomes unconscious.

Among the many factors that control cerebral blood
flow, local changes in the immediate surroundings of
the neurons have an important role. These are changes
in concentrations of ions (among them H" ions), CO,
and O,. Hypoxia (abnormally low concentration of O,)
and hypercapnia (above-normal concentration of CO,)
both cause marked vasodilatation and increased cere-
bral blood flow. Increased local blood flow is closely
coupled to increased neuronal activity, and this phe-
nomenon is utilized in studies of correlations between
changes in brain activity and behavior (see “Regional
Cerebral Blood Flow and Neuronal Activity”).

Autonomic circulatory control seems to play a minor
part in the brain (in contrast to in most other organs), even
though sympathetic fibers innervate brain vessels. Such
fibers release norepinephrine, neuropeptide Y (NPY) and
possibly ATP, and stimulation causes vasoconstriction.
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FIGURE 8.1 The blood-brain barrier/neurovascular unit. A: Schematic
drawing showing the main features. Important elements are tight
junctions between the endothelial cells and a continuous layer of
astrocytic end feet. Gap junctions establish low-resistance connec-
tions between the astrocytes. The basal lamina also contributes to the
barrier properties of the neurovascular unit. Not shown in the figure,
although included in the term neurovascular unit, are neurons that
are in contact with processes of the astrocyte (see Figs. 2.3 and 2.5).
B: Electron micrograph showing a brain capillary (hippocampus) and

Nevertheless, under normal conditions, activity of sym-
pathetic fibers appears to have only marginal effects on
blood flow. Thus, although sympathetic activity can
constrict large brain arteries, peripheral small vessels
dilate (probably because of local control). Brain arteries
are also supplied by serotonergic fibers that arise in the
raphe nuclei of the brain stem and that, on stimulation,
mainly cause vasoconstriction.

Finally, brain arteries receive sensory innervation
from the trigeminal nerve. These fibers contain sub-
stance P, calcitonin gene-related peptide (CGRP), and
neurokinin. Electric stimulation of such sensory fibers
causes vasodilatation, presumably by peripheral release
of neuropeptides. The trigeminal arterial innervation,
along with the vascular serotonin receptors, is an
important factor in the pain of migraine attacks.
Thus, the most effective drugs to prevent the pain of
migraine are serotonin-receptor agonists. The drugs are

Endothelial cell
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its relationship to processes of three astrocytes (the processes are
marked with different colors). The electron micrograph is one among
many in a true series of ultrathin sections, used for three-dimensional
reconstruction of the astrocytic processes. This makes it possible to
decide that the marked processes belong to different astrocytes.
(Courtesy of Drs. Thomas Misje Mathiisen and Ole Petter Ottersen,
Department of Anatomy, Institute of Basic Medical Sciences,
University of Oslo, Norway.)

thought to act, at least in part, by preventing release of
neuropeptides from trigeminal vascular nerve endings,
thereby reducing perivascular inflammation.

Regional Cerebral Blood Flow and Neuronal Activity

Neuroimaging techniques, such as positron emission
tomography (PET) and functional magnetic resonance
imaging (fMRI), permit the visualization of brain
regions activated in conjunction with specific behaviors
and mental operations (see Chapter 11, under “Methods
to Study Neuronal Activity and Connectivity in the
Living Brain: PET and fMRI”). This is especially valu-
able for the study of speech, abstract problem solving,
and other functions that can be studied only in humans.
PET and fMRI are based on the existence of a relation-
ship between the regional cerebral blood flow (rCBF)
and the neuronal activity in that region. Thus, increased
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neuronal activity is regularly followed in a few hundred
milliseconds by increased local blood flow (hyperemia).

The mechanisms responsible for the coupling of neu-
ronal activity to blood flow are not clear, partly due to
conflicting data. One important mechanism, however,
appears from animal experiments to be activation of
astrocytes by synaptic release of glutamate (by binding
to metabotropic glutamate receptors in the astrocyte
membrane). Thus, elevated Ca®* in astrocytic end feet
(Fig. 8.1) would produce vasodilatation by release of
vasoactive substances. Although there are several pos-
sible mediators (e.g., nitric oxide [NO] and adenosine),
in vivo experiments suggest that metabolites of arachi-
donic acid, such as prostaglandins, may be of particular
importance. Nevertheless, signals from astrocytes do
not seem to be responsible for all the hyperemia caused
by synaptic activity. Possibly, NO released from neu-
rons may contribute. NO would seem well suited: it is
produced in many neurons on synaptic activation, it
diffuses freely, and it causes vasodilatation. A further
question concerns whether the control of regional blood
flow is exerted only on the smooth muscle cells of arte-
rioles. Thus, the pericytes (Fig. 8.1) surrounding capil-
laries are contractile, and may contribute to the change
of blood flow induced by synaptic activity.

Even though a close relationship between neuronal
activity and blood flow seems to be the rule, exceptions
may exist. For example, it was recently shown that
blood flow may increase in anticipation of an event that
is expected to require increased neuronal activity in a
certain neuronal population. In such cases, the arterial
dilatation is local and apparently not related to a global
regulation of cerebral blood flow. Although the mecha-
nism for this anticipatory vascular response is not
known, it most likely involves the innervation of small
cerebral vessels. If anticipatory vascular control is a
regularly occurring phenomenon, it represents a source
of error to the interpretation of fMRI studies, since
these assume that increased local blood flow is a sign of
increased neuronal activity.

Why do we Need a Blood-Brain Barrier?

In most organs of our body, small-molecule substances
pass the capillary wall with relative ease, and their con-
centration is therefore similar in the blood plasma and
in the interstitial fluid. In contrast, the CNS exerts strict
“immigration” control. The blood-brain barrier (we
have previously mentioned a similar barrier between
the blood and the CSF) is mainly due to special, selec-
tive properties of the brain capillaries. Consequently,
the composition of the interstitial (extracellular) fluid
of the brain differs from that in most other organs. The
need for such a barrier may seem obvious: substances
that would disturb the delicate balance of neuronal

excitability must be kept out. Many neuroactive
substances (such as glutamate, monoamines, and many
neuropeptides) are produced also in peripheral tissues
and are present in the blood plasma in varying concen-
trations. Neuronal excitability cannot be subject to
incidental blood plasma variations of neuroactive sub-
stances. It should be emphasized, however, that there is
not only a barrier intercalated between the blood and
the brain but also specific transport mechanisms for
certain substances that the brain needs.

Physiological Properties of the Blood-Brain Barrier

Several factors together constitute the blood-brain
barrier, which is more than just a barrier since some
substances are actively transported into the brain:

1. Brain capillaries are much less permeable than
capillaries in most other tissues so that even many small
molecules cannot pass the capillary wall. This results
mainly from very extensive tight junctions between the
endothelial cells." Substances therefore have to pass
through the plasma membrane of the capillaries to enter
the brain interstitium. (In the capillary walls of most
other organs, there are slits—as a result of less exten-
sive tight junctions between the endothelial cells—
where water can flow.) Water-soluble substances are
thus effectively prevented from passing (except via spe-
cific uptake mechanisms), whereas small, lipid-soluble
molecules can pass the plasma membrane with ease.
Indeed, all drugs used for treating diseases of the CNS
are of this kind.

2. There are very few endocytotic (pinocytotic) vesi-
cles in the cytoplasm of endothelial cells in the CNS (in
contrast to, e.g., muscle capillaries). Such vesicles are
believed to transport small and large molecules through
the endothelial wall.

3. Brain endothelial cells are equipped with trans-
porter molecules (P glycoprotein) that actively expel
lipid-soluble molecules—that is, such that enters by
passive diffusion through the plasma membrane.
Knockout mice that lack the gene for P glycoprotein
illustrate its importance: they show increased sensitivity
to drugs and toxins in blood plasma. Indeed, P glyco-
protein transports many drugs out of the brain.

4. Brain endothelial cells appear to be able to actively
pump ions that are present in different concentration in

1 Brain endothelial tight junctions contain a number of adhesion molecules
(which are transmembrane proteins). Several of these show altered expression
in various neurological diseases. Occludin is one such protein of importance for
tight junction properties. Occludin shows decreased expression in diseases with
breakdown of the blood-brain barrier (e.g., multiple sclerosis). Alterations of
various claudins have been implicated in disruption of the blood-brain barrier
caused by epileptic seizures, ischemia, dementia, and HIV-1 infections.



the brain extracellular fluid and in the blood plasma
(Na*, K, Ca™, and others).

5. Organic acids are actively pumped out of the brain
by a specific transporter (primarily expressed in the
choroid plexus).

6. Water-soluble substances, such as glucose and
some amino acids, are taken up by active transport
after binding to specific receptors in the endothelial
membrane (carrier-mediated transport). Glucose is an
example of a substance with high water solubility that
nevertheless reaches high concentrations in the brain
(this is necessary because the neurons depend almost
solely on glucose as a source of energy). The glucose
transporter GLUT1 is specific to brain capillaries.”

7. Macromolecules, such as some growth factors and
cytokines, are to a limited extent carried from blood
plasma into the brain, probably by receptor-mediated
transport.

The properties of the blood-brain barrier are of
consequence for whether a drug may gain access to the
brain; as a rule, only lipid-soluble drugs can reach ther-
apeutic concentrations in the brain. Certain drugs such
as barbiturates used for induction of anesthesia are
highly lipid-soluble and act rapidly. Other drugs, such
as penicillin, have low lipid solubility and pass the
blood-brain barrier only with difficulty. In serious
infections of the CNS, penicillin (or another drug with
low lipid solubility) must be injected directly into the
CSF, usually in the cisterna magna (see Fig. 7.5). The
drug then easily enters the brain tissue because there is
no barrier between the CSF and the brain interstitial

fluid.

Induction and Maintenance of the Blood—Brain Barrier

The special structural and functional properties of brain
capillaries depend primarily on influence from sur-
rounding elements. If peripheral tissue is transplanted
into the brain, the in-growing capillaries attain the
properties characteristic of the peripheral tissue: that is,
no blood-brain barrier forms. The opposite happens if
brain tissue is transplanted into another organ. The
astrocytic processes that surround all brain capillaries
in the adult (Fig. 8.1; see also Figs. 2.3 and 2.5), are
certainly important for maintaining several features of
the blood-brain barrier. Their exact roles are not clear,
however, partly due to conflicting data. For example,
experiments show that astrocytes can induce tight junc-
tions in brain endothelial cells. Nevertheless, other cell
types (probably neuronal progenitor cells) appear to be
responsible for the first formation of tight junctions in

2 Mutations of the human GLUTI gene cause a syndrome with infantile
seizures, delayed development, and microcephaly.
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embryonic development, as it occurs before the appear-
ance of astrocytes.’

Modulation of the Blood—Brain Barrier in
Health and Disease

In cell cultures, a number of physiological and pharma-
cological substances affect the properties of tight junc-
tions. Normally, for example, a limited number of
lymphocytes are allowed to enter the brain to “patrol”
the tissue for foreign molecules. This requires specific
receptor-mediated mechanisms that (most likely) tran-
siently open tight junctions to let in lymphocytes.
Unfortunately, also some metastatic cancer cells pass
the blood-brain barrier. Malnutrition alters the blood-
brain barrier, and substances like histamine and brady-
kinin make brain capillaries leaky (just as they do in
other organs). According to animal experiments, even
conditions with inflammatory pain (due to injection of
irritants in the paw) can alter the permeability of the
blood-brain barrier, presumably by circulating cytok-
ines acting on tight junction proteins. Stress can increase
the permeability of the blood-brain barrier to drugs,
according to animal experiments. Presumably, this is so
also in humans. For example, pyridostigmine (an ace-
tylcholinesterase inhibitor used to treat myasthenia
gravis) normally acts only in peripheral tissues. During
the first Gulf War (1990-1991) soldiers that were given
prophylactic pyridostigmine (in case of nerve gas expo-
sure) exhibited much more central side effects than are
observed when the drug is given to soldiers in peacetime.

In several different, unrelated neurological diseases,
the blood-brain barrier becomes less effective, mainly
due to disturbed interactions between glia and endothe-
lial cells. At the ultrastructural level, the neurovascular
unit undergoes changes, such as loss of endothelial-cell
tight junctions, and changes of the astrocytes. In multiple
sclerosis, for example, the blood brain-barrier is partly
opened during exacerbations of the disease. Furthermore,
the neurovascular unit is altered in neurodegenerative
diseases (such as Alzheimer’s disease and Parkinson’s
disease), in infections of the CNS (such as meningitis
and septicemia), and in ischemia (due to stroke or trau-
matic brain injury). In the latter case, the disruption of
the blood-brain barrier contributes to brain edema.

It is not clear, however, whether alterations of the
neurovascular unit are causal to the diseases or are

3 Growth factors of the Wnt family (Wnt7 and Wnt8) are secreted by the
neuroepithelial cells in the earliest phases of nervous system development.
Binding of Wnts to specific receptors in endothelial cells induce vessels to grow
into the nervous tissue and develop their characteristic properties, such as the
expression of the glucose transporter GLUT1. Mice lacking the genes for Wnt7
and Wnt8 show abnormal vascular growth, impaired blood brain barrier prop-
erties, and lack of GLUT1 expression. (Wnt signaling also influences a number
of other developmental processes in the brain.)
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merely responses to the disease processes (which may
nevertheless contribute to the disease manifestations).

Some Parts of the Brain Lack a Blood-Brain Barrier

In a few small regions adjoining the ventricles, the cap-
illaries are fenestrated and hence let substances from
the blood pass through easily. At such places, neurons
are exposed to substances of the blood that do not enter
other parts of the brain. These regions are called the
circumventricular organs (Fig. 8.2). Among these, the
area postrema is found in the lower end of the fourth
ventricle, whereas the subfornical organ lies in the roof
of the third ventricle just underneath the fornix close to
the interventricular foramen. Both the area postrema
and the subfornical organ contain many neurons that
send their axons to other parts of the CNS and can thus
mediate various specific influences on the nervous sys-
tem. Neurons in the area postrema are involved in the
vomiting reflex when this is elicited by toxic substances
of the blood (see also Chapter 27, under “The Vomiting
Reflex”). Neurons in the subfornical organ monitor the
salt concentration of the blood. They send signals to the
hypothalamus that can initiate responses necessary to
maintain the fluid balance of the body. Further, neu-
rons in the subfornical organ respond to circulating
peptides involved in regulating energy balance (see
Chapter 30, under “Regulation of Digestion and
Feeding”).The subfornical organ and other parts of the
circumventricular organs are probably also targets of
substances in the blood that induce fever and other
symptoms of infections (see Chapter 30, “Hypothalamic
Neurons Are Influenced by Hormones and Fever”).
The median eminence (eminentia mediana) in the
hypothalamus (see Fig. 30.6C) also lacks a blood-brain
barrier. This region does not contain neuronal cell bod-
ies but receives nerve fibers from other parts of the
hypothalamus. Hormones released from nerve termi-
nals in the median eminence are transported by the
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FIGURE 8.2 Regions of the brain devoid of blood-brain barrier.

bloodstream to the anterior pituitary (see Chapter 30,
under “The Influence of the Hypothalamus on the
Anterior Pituitary”).

The two endocrine glands that are from the brain,
the posterior pituitary and the pineal body, also lack a
blood-brain barrier. As with the median eminence, this
is related to their release of hormones directly into the
bloodstream.

ARTERIAL SYSTEM

The Brain Receives Arterial Blood from the Internal
Carotid and the Vertebral Arteries

Broadly speaking, the internal carotid artery supplies
most of the cerebral hemispheres, whereas the vertebral
artery supplies the brain stem and the cerebellum.

The internal carotid artery (arteria carotis interna)
enters the cranial cavity through a canal at the base of
the skull (the carotid canal in the temporal bone) and
then divides into three branches (Fig. 8.3):

1. The ophthalmic artery passes to the orbit through
the optic canal and thus does not supply the brain itself
(although, strictly speaking, the retina is part of the
CNS). The central retinal artery (a. centralis retinae)
enters the eye through the optic nerve and supplies the
retina.

2. The anterior cerebral artery runs forward over the
optic nerve and along the medial aspect of the hemi-
sphere (Figs. 8.3 and 8.5). It supplies most of the cortex
on the medial aspect of the hemisphere (except the most
posterior parts and the inferior aspect of the temporal
lobe). Its branches reach only a short distance onto the
convexity of the hemispheres, supplying the leg repre-
sentations of the motor and somatosensory areas.
Shortly after its origin, the anterior cerebral artery gives
off thin branches that penetrate the base of the hemi-
sphere to supply anterior portions of the basal ganglia
and hypothalamus.

3. The middle cerebral artery is the largest branch.
It curves laterally into the lateral cerebral fissure and
follows this backward and upward (Figs. 8.3, 8.4, and
8.5). On its way, numerous branches are given off that
supply most of the cerebral cortex on the convexity of
the hemispheres, notably the motor and somatosensory
cortical areas, except for their most medial parts (with
neuronal groups concerned with the motor and sensory
functions of the legs; see Figs. 22.5 and 22.9), which are
supplied by the anterior cerebral artery. The deep parts
of the cerebrum, such as most of the basal ganglia and
the internal capsule, receive their own branches from
the middle cerebral artery, lenticulostriate arteries
(Fig. 8.4), and by a separate branch of the internal
carotid artery, the anterior choroid artery (Fig. 8.3).
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FIGURE 8.3 The main arteries of the brain. Anastomoses occur
between the branches of the internal carotid artery and the vertebral
artery and between the two anterior cerebral arteries, forming an

The vertebral artery (Fig. 8.3) enters the posterior
fossa after ascending through the transverse foramina
of the cervical vertebrae (see Fig. 27.7). When passing
from the atlas through the foramen magnum, the
artery is highly convoluted, enabling it to follow the
large movements in the upper cervical joints without
being overstretched or compressed. Nevertheless,
extreme movements—particularly in elderly people
with sclerotic arteries—may temporarily occlude the
vertebral artery. This may lead to loss of conscious-
ness due to lack of blood supply to the brain stem.
Backward bending of the head combined with rotation
is particularly apt to compress the vertebral artery.
Further, the vertebral arteries supply the following
branches:

1. The basilar artery arises when the vertebral arter-
ies of the two sides unite at the lower level of the pons
to form (Fig. 8.3).

2. The vertebral arteries and the basilar artery
send off numerous branches to supply the medulla
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arterial circuit at the base of the brain. Left: Arteries at the base of the
brain as reconstructed from MRIs. (Courtesy of Dr. S.J. Bakke,
Rikshospitalet University Hospital, Oslo, Norway.)

oblongata, the pons, the mesencephalon, and the
cerebellum. The largest branches are the posterior
inferior cerebellar, anterior inferior cerebellar, and the
superior cerebellar arteries (Fig. 8.3):

a. The posterior inferior cerebellar artery supplies
the lateral part of the medulla and inferior parts
of the cerebellar hemispheres. It usually originates
from the extracranial portion of the vertebral artery;
more seldom from the basilar artery.

b. The anterior inferior cerebellar artery supplies
lateral parts of the pons and parts of the cerebellum
(see Chapter 27, under “Lateral Pontine Infarction”).

c. The superior cerebellar artery supplies the dorsal
aspect of the cerebellum and parts of the pons and
the mesencephalon.

d. The labyrinthine artery is a small branch from
the anterior inferior cerebellar artery (or, less frequently,
from the basilar artery). It supplies the labyrinth in
the inner ear (its occlusion will therefore cause deaf-
ness on the side of occlusion and vertigo).
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e. Several thin branches—called perforator arteries—
penetrate the brain stem from the basilar artery
along its course. Some arise from the dorsal aspect
of the basilar artery and supply midline structures
in the pons and mesencephalon. Others course later-
ally for a variable distance before they penetrate the
brain stem.

3. The posterior cerebral arteries are the two end
branches of the basilar artery and arise at the upper end
of the pons. The posterior cerebral artery curves poste-
riorly around the mesencephalon and continue at the
medial side of the hemisphere to the occipital lobe
(Figs. 8.3 and 8.5). The posterior cerebral artery sup-
plies large parts of the occipital lobe, notably the visual
cortex, and the inferior aspect of the temporal lobe con-
taining higher visual association areas (e.g., necessary
for the recognition of objects). Perforating branches
leave the first part of the posterior cerebral artery to
supply the cerebral peduncle (the crus cerebri with
descending tracts as well as nuclei dorsal to the crus,
such as the oculomotor nucleus). Some branches supply
the dorsal parts of the mesencephalon and posterior
parts of the diencephalon.
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FIGURE 8.4 Course of the middle cerebral artery. In the depth of the
lateral fissure, this artery gives off branches to the internal capsule
and to the basal ganglia.

Communications between the Major Brain Arteries

At the base of the brain, there is a connection on each
side between the middle and the posterior cerebral
arteries, the posterior communicating artery (arteria
communicans posterior) (Fig. 8.3). This means that, as
long as the communicating artery is open, if one of
the two main arterial trunks (the internal carotid or the
vertebral artery) is narrowed or even occluded, the
other may compensate for the loss. There is also a cor-
responding communicating artery between the two
anterior cerebral arteries, called the anterior communi-
cating artery (Fig. 8.3). In this manner a circle of anas-
tomosing arteries is formed at the base of the skull, the
circle of Willis (circulus arteriosus cerebri), which may
be of great clinical significance. It explains, for exam-
ple, how some people may have a totally occluded
internal carotid artery on one side without any neuro-
logical signs. In addition, the communicating arteries
can most likely become wider when the occlusion of the
internal carotid artery develops slowly over the years.

The Spinal Cord Receives Arteries at Many Levels

In general, the arteries of the cord are arranged with
one artery running in the midline anteriorly, the ante-
rior spinal artery, and one on each side running along
the rows of posterior roots, the posterior spinal arteries
(Fig. 8.6). All three arteries begin cranially as branches
of the vertebral arteries but receive contributions from
the small arteries that enter the vertebral canal along
with the spinal nerves.

Individual Variations in Size and Distribution of
Cerebral Arteries Have Clinical Significance

The symptoms produced by occlusion of one arterial
branch are variable because of individual differences in
the size and exact distribution of the various arterial
branches. Thus, if one artery is small, another supply-
ing a neighboring territory is usually large. The anterior
and posterior inferior cerebellar arteries are examples
of this phenomenon: sometimes one of them supply the
total territory normally supplied by both. Even the two
vertebral arteries often differ markedly in size in one
person, explaining why symptoms caused by occlusion
of the artery may vary from minimal to life threatening.

Less than 50% of the population appears to have a
“typical” circle of Willis, that is, the communicating
arteries are symmetrical and with a certain cross-sec-
tional diameter. In some persons the anterior communi-
cating artery is very thin or missing; in others this may
concern the posterior communicating artery on one or
both sides. Therefore, the ability of the carotid artery of
one side to compensate for the loss of the correspond-
ing artery of the other side would be expected to vary
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FIGURE 8.5 The parts of the brain supplied with blood Middle cerebral y
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considerably among individuals. Similar individual
variations exist with regard to the ability of the anterior
(carotid) and posterior (vertebral) circulations to com-
pensate each other.

Posterior spinal artery

VENOUS SYSTEM

The Venous Blood Is Collected in Sinuses

The cerebral veins can be divided into deep and super-
ficial types. The latter partly accompany the arteries on
the surface of the brain. All of the veins empty into
large venous sinuses that are formed by folds of the
dura (Figs. 8.7-8.9).

The superficial veins at the dorsal parts of the hemi-
spheres run upward and medially and empty into the
large superior sagittal sinus in the upper margin of the
FIGURE 8.6 The arterial supply of the spinal cord. falx cerebri. Where the falx cerebri meets the tentorium

Anterior spinal artery



112 THE CENTRAL NERVOUS SYSTEM

Falx cerebri

cerebelli, the superior sagittal sinus divides into two
parts, the transverse sinuses, so named because they fol-
low a transverse course laterally along where the tento-
rium is attached to the occipital bone. The sigmoid
sinus—forming the direct continuation of the transverse
sinus—empties into the internal jugular vein at the jug-
ular foramen. The internal jugular vein leaves the skull
and continues downward into the neck.

.

Superior sagittal sinus

Cors

Straight sinus

Transverse sinus

Sigmoid sinus

FIGURE 8.8 Venous sinuses as visualized via MRI. (Courtesy of
Dr. S.J. Bakke, Rikshospitalet University Hospital, Oslo, Norway.)

Sigmoid sinus

9th & 10th cranial nerves

Cerebellar tentorium

Superior sagittal sinus

Great cerebral vein

Straight sinus

Confluence of sinuses

Transverse sinus

FIGURE 8.7 Folds of the dura and the venous
sinuses. The folds minimize the movements
of the brain and contain venous sinuses (in

blue).

Most of the blood in the deep cerebral veins collects
into the great cerebral vein of Galen (vena cerebri
magna; Fig. 8.7). This comes out from the inferior side
of the posterior end of the corpus callosum and empties
into the straight sinus (sinus rectus) in the midline of
the tentorium. The straight sinus drains into the supe-
rior sagittal sinus at the confluence region, from which
the transverse sinus originates. Unlike the arteries, the
cerebral veins have numerous anastomoses. At some
locations, there are also emissary veins that form con-
nections between intracranial and extracranial veins
(see Fig. 6.34).

Bridging Veins

Veins draining into the sinuses from the subarachnoid
space—for example, along the superior sagittal sinus—
are called bridging veins (see Fig. 6.34). They constitute
some of the few attachments that exist between the
convexity of the hemispheres and the skull. Head inju-
ries that lead to sudden displacement of the brain inside
the skull may cause bridging veins to tear, with venous
bleeding as a result. This results in a chronic subdural
hematoma, which expands very slowly (due to an
osmotic effect of the decomposing blood of the hema-
toma). The name implies that the blood collects between
the dura and the arachnoid, in the subdural space. The
blood remains localized, in contrast to what happens
when the bleeding occurs in the subarachnoid space.
The symptoms arising from a subdural hematoma
may be due to pressure on the underlying parts of the
brain (e.g., paresis if the hematoma overlies the motor
cortex), or they may be due to increased intracranial
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FIGURE 8.9 The large venous sinuses at the base
of the skull. On the right side, the tentorium
cerebelli is partly removed. The cranial nerves
and their sites of exit from the skull are also
shown.

pressure with more unspecific symptoms, such as head-
ache and confusion.

The Cavernous Sinus Has Relations to the Pituitary and
Cranial Nerves

One of the sinuses at the base of the skull is the cavern-
ous sinus lateral to the pituitary gland (Fig. 8.9). Blood
from the pituitary (among other structures) flows into
the cavernous sinus and continues posteriorly in the
inferior petrous sinus to the internal jugular vein. Some
cranial nerves, particularly those moving the eyeball,
pass through the cavernous sinus on their way to the
orbit. Infections can occasionally spread from the face
or the nasal sinuses to the cavernous sinus (by way of

Cerebellar tentorium

8: THE BLOOD SUPPLY OF THE CNS 113

Cribriform plate
(Olfactory nerve)

Optic nerve

Pituitary
Cavernous sinus

Trochlear nerve
Oculomotor nerve

Trigeminal nerve
Petrous sinus
Abducens nerve

Facial and vestibulo-
cochlear nerves
Glossopharyngeal
and vagal nerves

Hypoglossal nerve

Sigmoid sinus

Great cerebral vein

Straight sinus

Superior sagittal sinus

venous anastomoses). In such cases a dramatic and
life-threatening condition ensues. Symptoms such as
headache, confusion, and loss of consciousness are
caused by elevated intracranial pressure, while double
vision (diplopia), and pain and loss of sensibility in the
face are due to affection of the third, fourth, fifth, and
sixth cranial nerves.

Venous Drainage of the Spinal Cord

The venous blood is collected in a venous plexus at the
surface of the cord. This plexus empties into another,
larger plexus at the surface of the dura, the epidural
plexus (see Fig. 6.6). From there the blood is emptied
into veins outside the vertebral canal.
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THE fully developed nervous system consists of
incredibly complex networks of connections.
There are billions of neurons in the human brain, and
each one is probably, on average, connected with sev-
eral thousand others. The number of possible combina-
tions of synaptic contacts is therefore astronomic.
Indeed, a section of nervous tissue stained to reveal all
neuronal processes might appear as a chaotic jungle.
Nevertheless, we have ample evidence that this is very
far from the case: order exists everywhere, and the
mutual connections between neuronal groups are far
from random. This leads to a number of questions, such
as: How do the thousands of individual cell groups find
their highly specific positions in the brain? How do the

DEVELOPMENT, AGING, AND PLASTICITY

complicated and precisely organized networks arise
during development of the individual? What roles do
genetic and environmental factors play in the final
structure and performance of the brain? Such questions
are dealt with in Chapter 9. In Chapter 10, we discuss
the changes taking place in the aging brain and their
consequences for function. A common theme in
Chapters 9 and 10 is nervous system plasticity—that is,
its ability to adapt structurally and functionally to
altered demands. In Chapter 11, we discuss plastic
changes in the nervous system as the basis for recovery
of function after damage to the central nervous system.
We will argue that a common theme in all rehabilitative
efforts is to facilitate learning.
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OVERVIEW

Development of the nervous system starts by growth of
parts of the cellular layer covering the dorsal aspect of
the embryo. Diffusible substances produced by the
underlying tissue induce growth of the cells. This phase
of induction is an example of how the cells and tissues
interact during development. Then follows a more pro-
longed period during which the primitive neurons and
glial precursors divide mitotically. This is called the
phase of cell proliferation. The number of divisions is
genetically determined. To get from the site of prolif-
eration to their final position in the nervous system, the
primitive neurons have to migrate. After reaching their
final location, they start to aggregate into groups, rep-
resenting the future nuclei.

For most neurons, differentiation starts with the out-
growth of processes after migration. By differentiation,
we mean the development of structural and functional
features that makes cells different from each other. Very
early in differentiation the dendritic tree starts to
develop. Fully grown, this pattern is often highly char-
acteristic. While the neuronal processes are developing,
the neuronal membranes undergo changes, and the
neurotransmitters and other specific synaptic proper-
ties of the neurons begin to be expressed.

The next step in the development of the nervous
system is the outgrowth of axons and establishment of
specific synaptic connections. During this phase, the
axons must find their way and recognize the neurons
with which they are going to establish synaptic contact.
Several factors have a role in this process. Neurons can
be equipped with specific recognition molecules, the
target region can produce a diffusible substance that
“attracts” the axons, and the time of birth of a neuron
may determine the synaptic contacts to be established.

Many more neurons are formed during the prolifera-
tion phase than the number present in the mature ner-
vous system. In fact, many neurons are eliminated at the
time their axons are establishing synaptic contacts. This
is called the phase of selective cell death and has been
observed in many parts of the nervous system. Usually,
about half of the neurons are eliminated during this
phase, although there are large regional differences.

In some systems, the elimination of axon collaterals
occurs at a later stage than selective cell death. This
phenomenon, which perhaps may be compared with
the pruning of a tree so that only the most viable

branches remain, has been most intensively studied
with regard to the innervation of skeletal muscles.

Neuronal activity is necessary for the proper devel-
opment of axonal ramifications and for the formation
of synapses. During this process, certain connections
survive and possibly expand, whereas others are elimi-
nated. Impulse activity alone is not enough for proper
development in the central nervous system (CNS), how-
ever. The pattern of impulses has to be one that occurs
in an intact, normal animal—which probably means
that it must contain meaningful information—to be of
consequence for synapse formation. We use the term
use-dependent synaptic plasticity to characterize devel-
opmental processes that require proper use of the
relevant neural networks.

PRENATAL DEVELOPMENT

Assembly of neurons into nuclei and establishment of
their interconnections are largely genetically deter-
mined. The outer shape of the brain, the position of
thousands of neuronal groups (nuclei), and the main
neural connections arise prenatally: our genes contain
the “recipe” for the building of the nervous system in
considerable detail. During embryonic development,
precursor cells are triggered to differentiate—first to
neurons and glial cells, and then to numerous special-
ized subtypes of each. This occurs by modifications of
the cell’s chromatin, for example, by methylation of
specific sites of the DNA, thereby modifying the expres-
sion of certain genes (without altering the DNA itself).
Largely, our genome possesses the instructions that
determine final size of neurons, the shape of their den-
dritic trees, and the types of neurotransmitters expressed,
asevidenced by growth of neuronsin culture. Nevertheless,
the full functional development of the brain depends
critically on proper use of the neurons and their inter-
connections (discussedlaterinthischapter). Consequently,
the normal development and performance of the nervous
system depend on interactions of genetic and environ-
mental factors.

The Central Nervous System Develops as a Long Tube

A few days after fertilization of the egg, differentiation
of the cells of the embryo to the main kinds of tissue has
started. From being a round lump of cells, after about a
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week, the embryo resembles an elongated disc. In the
second week the disc is covered on the upper or dorsal
side and along the edges by primitive epithelium, the
ectoderm, whereas the under or ventral side is covered
by an epithelium—the endoderm—which later forms
the intestinal tract and its glands. Between these two
epithelial layers develops the mesoderm that later dif-
ferentiates into the musculoskeletal system. In the third
week (after 18 days) the development of the nervous
system starts, with formation of a thickening, the
neural plate, in the prospective cranial end of the disc
(Figs. 9.1 and 9.2). The thickening is due to growth of
the ectodermal cells so that they form a tall, simple,
columnar neuroepithelium. Diffusible substances—
called morphogens'—from the underlying mesodermal
cells induce formation of the neural plate (see also
“Neuromeres and Hox Genes” later). The differentia-
tion of ectodermal cells to neuroepithelium proceeds in
a cranial-to-caudal direction. A longitudinal infolding
of the ectoderm occurs by the end of the third week
(Fig. 9.1). This neural groove is subsequently closed in
the fourth week; the closing starts in the middle part
(Fig. 9.2) and forms the neural tube, which is soon cov-
ered by the ectoderm dorsally (Figs. 9.1 and 9.2) The
wall of the tube is formed by primitive neuroepithelial
cells, which proliferate enormously and develop into
neurons and glial cells. The lateral edge of the neural
plate forms a distinct cell group, the neural crest, which
later forms a longitudinal column on each side of the
neural tube (Fig. 9.1). The neural crest produces the
neurons of the peripheral nervous system, among them
spinal ganglion cells and autonomic ganglion cells. The
neural crest also produces Schwann cells and satellite
cells (a kind of glia) in the ganglia.

The Neural Crest Produces More Than Neurons
and Glia

Experiments with labeling of neural crest cells before
they migrate (Fig. 9.1) show that some differentiate
into non-nervous structures. These include the smooth
muscles of the eye (intrinsic eye muscles) and, most
likely, the pia and the arachnoid (the dura mater is
believed to originate from the mesoderm). Migrated
neural crest cells also form the dermis and subcutis of
the face and the cartilaginous skeleton of the visceral
arches. Finally, neural crest cells produce endocrine

1 Morphogens are substances that spread by diffusion from a localized source
and govern the embryological development and patterning of organs and body
parts. Their effects depend on their concentrations—often so that high and low
concentrations exert opposite effects. Among several morphogens involved in
patterning of the human nervous system, the protein sonic hedgehog plays an
important role at very early stages. For example, sonic hedgehog is expressed
by the notochord when the dorsal-ventral differentiation of the neural tube
begins. It also acts at later stages to guide axonal growth, attracting outgrowing
axons in low concentrations, and repelling them in high concentrations (as
shown for retinal ganglion cell axons growing from the eye toward the brain).
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FIGURE 9.1 Formation of the neural tube and the neural crest.
Schematic cross sections through embryos at different stages of devel-
opment. A: The formation of the neural tube is induced by substances
diffusing from the underlying mesoderm (notochordal plate).
Approximately 17 days. B: The neural tube is formed by growth and
folding of the neural plate. Approximately 21 days C: The neural
crest gives origin to spinal ganglion cells and autonomic ganglion
cells (and some other cell types).The neural crest cells migrate into the
body to form ganglia. Approximately 24 days.

cells of the adrenal medulla, melanocytes of the skin,
and parts of the septum that divides the pulmonal artery
and the aorta.

Early Development of the Cranial End
of the Neural Tube

Whereas the caudal end of the neural tube—which devel-
ops into the spinal cord—retains its simple tubular form,
the expanded cranial end undergoes marked changes.
This occurs because different parts grow at different
rates, and because the tube bends, forming flexures
(Fig. 9.3). In the fourth week three swellings or primary
vesicles take shape (Figs. 9.3 and 9.4). The cavities inside
the primary vesicles are continuous and develop into the
ventricular system of the brain (see Fig. 7.3). The most
cranial vesicle is called the prosencephalon (forebrain),
the middle one the mesencephalon (the midbrain), and
the caudal-most one the rhombencephalon (hindbrain).
A ventrally directed bend—the cervical flexure—arises
at the junction between the rhombencephalon and the
spinal cord (Fig. 9.3). Later, a mesencephalic flexure
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FIGURE 9.2 The neural plate and closure of the neural groove.
Drawing of a 22-day-old human embryo, approximately 1 mm long.
The central nervous system is shown in pink. (Based on Hamilton,
Boyd, and Mossman 1972.)

arises between the rhombencephalon and the mesen-
cephalon. A dorsally directed bend—the pontine
flexure—later divides the rhombencephalon into two
parts (Fig. 9.5).

Early in the fourth week, the ventral aspect of the
prospective brain exhibits shallow, transverse grooves.
These are external signs of segmentation of the cranial

Ear

Somites

FIGURE 9.3 Early stages of brain
development. Left: Drawing of a
28-day-old human embryo, approxi-
mately 3.5 mm long. Right: Drawings
of the cranial part of the neural tube
(the brain primordium) isolated and
magnified compared with the draw-
ing of the embryo. Arrows indicate
the flexures of the neural tube. The
lower left is cut through (seen from
the dorsal aspect) to show the pri-
mary vesicles and the ventricular )
space. (Based on Hamilton, Boyd,

and Mossman 1972.)
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end of the neural tube, and each segment is called a
neuromere. The segmentation is most obvious in the
rhombencephalon, and we use the term rhombomere in
this region. Although their external signs disappear by
the sixth week, the neuromeres are important because
they represent the first segregation of neurons that later
differentiate into the various nuclei of the brain stem.
Thus, several cranial nerves and their nuclei are first
laid down according to a segmental pattern, like the
spinal nerves, although later development makes the
cranial nerve pattern less regular.

The mesencephalon changes little during further
development, in contrast to the two other primary ves-
icles. The prosencephalon develops into the diencepha-
lon and the cerebral hemispheres, whereas the
rhombencephalon differentiates into the medulla oblon-
gata, the pons, and the cerebellum (Figs. 9.4 and 9.5).
The rostral end of the prosencephalon produces two
more vesicles (one on each side), called the telencepha-
lon (Figs. 9.4 and 9.5), which later forms the cerebral
cortex and basal ganglia. In addition, the olfactory
bulbs (see Fig. 3.13) arise as evaginations from the ven-
tral aspect of the telencephalon. The remaining caudal
part of the prosencephalon forms the diencephalon,
which includes the thalamus and hypothalamus. At an
early stage (Fig. 9.3), cuplike evaginations—the eye
vesicles—are formed from the prosencephalon (the part
later to become the diencephalon). The eye vesicles
develop into the retina and the optic nerve. The rhomb-
encephalon develops two parts: the myelencephalon
forming the medulla oblongata, and the metencephalon
forming the pons and most of the cerebellum (the cere-
bellum also develops from the mesencephalon, as dis-
cussed next).
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Early Phases in the Development of
the Neuroepithelium

Initially, the wall of the neural tube consists of only one
layer of cylindrical neuroepithelial cells (Figs. 9.1 and
9.2), bounded externally by the external limiting mem-
brane (covered by the pia) and internally toward the
cavity by the internal limiting membrane. These are
basal membranes built of extracellular material, which
always develop with surface epithelia. Intense prolifera-
tion of neuroepithelial cells soon leads to several layers
of nuclei. The epithelium does not become truly strati-
fied, however, because all cells retain a thin process
reaching the internal limiting membrane (pseudostrati-
fied epithelium; Fig. 9.6). The outermost cells move
toward the cavity of the neural tube (the future ventricles

Visceral arches
Mesencephalon

Eye

Heart

Umbilical cord
Arm

FIGURE 9.5 Early development of the brain. Left: Drawing of a
36-day-old human embryo, approximately 11 mm long. Right: The

Metencephalon
7 ——— Fourth ventricle

Myelencephalon

FIGURE 9.4 Different divisions of the brain primordium.
Schematic of the cranial part of the neural tube (straight-
ened out and cut open horizontally). A: Approximately
the same stage as in Fig. 4.3. B: The same stage as in
Fig. 4.13A. Note the development of the telencephalon
(the hemispheres) that gradually covers the diencephalon.

and central canal). The innermost layer, the ventricular
zone, borders the cavity. In the ventricular zone, the
cells divide mitotically (Figs. 9.6 and 9.13A). The future
neurons, the neuroblasts, afterward migrate outward to
form the mantle zone that later becomes the gray mat-
ter. A layer without neurons, the marginal zone, forms
external to the mantle zone and becomes the white mat-
ter. The neurons of the mantle zone send axons into the
marginal zone. These axons loop back to the mantle
zone, however, to synapse on neurons there (these are
the first association connections to arise). Other axons
leave the neural tube as motor fibers growing peripher-
ally to contact muscle cells and glands (Fig. 9.7). After
neuroblast production ends, various types of glial cells
are produced by mitosis of neuroepithelial cells that
remain in the ventricular zone. The last to be produced
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cranial part of the neural tube at the same stage. (Based on Hamilton,
Boyd, and Mossman 1972.)
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FIGURE 9.6 Differentiation of the neuroep-
ithelium. Left: Drawing of a section
through the wall of the neural tube at an
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are the ependymal cells. These retain their internal posi-
tion and cover the ventricular face of the neural tube
(Fig. 9.6). The cavity is filled with cerebrospinal fluid
produced by tufts invaginated from the wall into the
cavity (see Fig. 7.6). These tufts—the future choroid
plexus—are covered by ependymal cells.

The simple layering of the neural tube, with the man-
tle zone (gray matter) inside and the marginal zone
(white matter) outside, is retained with minor changes
in the spinal cord. In the cranial part of the neural tube

__— Ventricle

Ventricular
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zone

Marginal
zone

Cranial nerve
root fibers

FIGURE 9.7 OQutgrowth of cranial nerves from the rhombencephalon.
Photomicrograph of a horizontal section through a chicken embryo
at about the same stage as in Figure 4.3. Thin bundles of axons leave
the marginal zone and penetrate the connective tissue that surrounds
the brain primordium.
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(the future brain), however, major alterations in the
mutual positions of gray and white matter occur. In the
developing cerebellar and cerebral cortices, for exam-
ple, neurons migrate from the mantle zone through the
marginal zone and form a layered sheet of gray matter
externally, just under the pia.

Neuromeres

We mentioned that the rostral part of the neural tube
shows transient, external signs of segmentation—each
segment constituting a neuromere. Although this phe-
nomenon was observed in the nineteenth century, mod-
ern cell biological methods were necessary for closer
study of their role in the development of the nervous
system. Neuromeres are most convincingly shown in
the rhombencephalon, where they are called rhombom-
eres. It is assumed that the mesencephalon consists of
two neuromeres, whereas the prosencephalon probably
consists of six. The great interest in neuromeres and
other external signs of segmentation arose because they
provide information about the mechanisms that control
the early development from the undifferentiated neural.

Each rhombomere represents a unit of neurons that
do not mix with neurons of other rhombomeres during
subsequent development. This neuronal specification
takes place just when the rhombomere boundaries arise.
The rhombomeres arise when adjoining groups of neu-
rons begin to express different surface markers. The
neurons of one rhombomere, among other things, have
a specified future peripheral target (the neurons of the
neural crest in the head region are also specified with
regard to their peripheral target before they start to
migrate peripherally). The motor trigeminal nucleus,
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for example, is formed in rhombomeres r2 and r3,
whereas the motor facial nucleus develops in r4 and r35.
The motor and sensory cranial nerve axons already
have a specified target when they start growing out
from the neural tube (Fig. 9.7). Thus, when a rhom-
bomere is transplanted to another place in the chicken
embryonic brain, it develops as if it were still in its orig-
inal place and not corresponding to its new location.
Such specification must be caused by the switching on
of certain genes—which start to express themselves by
production of mRNA—while probably other genes are
switched off.

Hox Genes

Many so-called Hox genes have been identified that are
expressed in a pattern corresponding to neuromeric
boundaries in vertebrates. Most of these genes code for
proteins that act as transcription factors. These bind to
DNA of other genes and regulate their transcription.
Typically, transcription factors are expressed tempo-
rarily during specific phases of development. (Hox
genes not only control regional development of the ner-
vous system but also act in pattern formation in other
parts of the body.) When a certain Hox gene is switched
on, a cascade of changes in the expression of other
genes is initiated, producing signal molecules that give
the neuronal groups their identity—for example,
regarding location and connections. A crucial question
is, of course, what controls the regionalized expression
of Hox genes giving rise to the rhombomeres? One
important factor is retinoic acid (vitamin A), which
normally occurs with an anteroposterior (rostrocaudal)
concentration gradient in the embryo (highest concen-
tration posteriorly or caudally). The retinoic acid seems
to stem from the mesoderm adjacent to the neural tube.
In low concentrations, retinoic acid acts on Hox genes
that specify anterior parts of the neural tube, while in

A

FIGURE 9.8 Early development of the spinal cord. A: Photomicrograph
of a cross section of a chicken embryo (corresponding approximately to

high concentrations it induces differentiation of poste-
rior parts. This explains why adequate dietary levels of
vitamin A are necessary for the normal development of
the CNS, but also why too much also may cause mal-
formations (as may occur in women treated for acne
with retinoic acid in early pregnancy).

Neuromeric borders, identified with genetic markers,
are more reliable indicators of future borders between
anatomically and functionally different areas than are
borders between brain vesicles. For example, the cere-
bellum, traditionally regarded as arising only from the
metencephalon, is also formed by neurons in the adjoin-
ing part of the mesencephalon. The rostral border of
neurons forming the cerebellum coincides with a bor-
der for the expression of the engrailed 2 gene.

Further Development of the Spinal Cord and
the Brain Stem

In the fourth week, the proliferation of neuroblasts in
the mantle zone produces a large ventral thickening and
a smaller dorsal one on each side of the neural tube.
These thickenings are called the basal plates and the
alar plates, respectively (Figs. 9.8, 9.9, and 9.10).
A shallow furrow, the sulcus limitans, marks the border
between them. This remains visible in the lower part of
the brain stem in the adult (see Fig. 3.17), while it
disappears early in the spinal cord. The basal plate con-
tains neuroblasts that later become motor neurons,
whereas many alar plate neuroblasts become sensory
neurons. This corresponds to the functional division
between the ventral and dorsal horns of the cord. In the
adult brain stem, the sulcus limitans marks the border
between the motor and the sensory cranial nerve nuclei
(Fig. 9.11). In the open part of the rhombencephalon—
later to become parts of the medulla and the pons—the
motor nuclei lie medially and the sensory nuclei later-
ally (see Figs. 27.2 and 27.3). This is caused by lateral
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a 6-week-old human embryo; cf. Fig. 9.5). B: Drawing based on a pho-
tomicrograph of the human spinal cord at about 7 weeks’ gestation.
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FIGURE 9.9 The rhombencephalon. Early stage of development,
approximately as in Fig. 9.3. Photomicrograph of a cross section of a
chicken embryo. Inset: A human embryo at a corresponding stage of
development. Note the thin rhombencephalic roof attached to the
edge of the alar plate.

bending of the alar plates—away from each other—so
that the roof of the rhombencephalon becomes only a
thin membrane (Figs. 9.9 and 9.10). At a later stage, the
cerebellum develops from the margins of the alar plates
(the rhombic lip).

At an early stage, several neuronal groups in the
brain stem migrate from their “birthplace” in the alar
or basal plates. In the pons, neuroblasts move from the
rhombic lip in a ventral direction and form the pontine
nuclei (see Fig. 3.18). Similarly, in the medulla the infe-
rior olive (another nucleus projecting to the cerebellum;
see Fig. 3.17) is formed by neuroblasts moving ventrally
from the rhombic lip. Another example is the motor

Vertebral
bodies

rIGURE 9.11 Relationship between the
lengths of the spinal cord and the verte-
bral column. (Based on Hamilton, Boyd,

and Mossman 1972.) 3 months
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FIGURE 9.10 Development of the cranial nerve nuclei. Schematic.
Three stages are shown to explain the mutual positions of the nuclei.
After their formation, the special somatic efferent nuclei move vent-
rolaterally. See also Figs. 17.2 and 17.3.

cranial nerve nuclei that innervate visceral (branchial)
arch muscles (see Fig. 9.10). These neurons move in a
ventral direction during early development after they
have started to send out axons. The course of the root
fibers in the brain stem therefore shows the path fol-
lowed by the migrating neurons (see Fig. 27.11).
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Until the eighth to ninth week, the spinal cord extends
the full length of the spinal canal of the embryo. After
that, however, the vertebral column and the coverings
of the cord grow more rapidly than the spinal cord
itself, producing a gradually increasing length differ-
ence (Fig. 9.11). This explains the oblique course of the
spinal nerves in the vertebral canal before they leave
through the intervertebral foramina. The lower end of
the cord is at the level of the third lumbar vertebra at
birth, in contrast to the first lumbar vertebra in adults.
The dural sac, containing spinal nerve roots (the cauda
equina), continues down to the second sacral vertebra
(see Fig. 3.3).

Cranial Nerves and Visceral Arches

Cranial nerves 5, 7, 9, and 10 (trigeminal, facial,
glossopharyngeal, and vagal; see Figs. 6.15 and 6.19)
innervate structures developed from visceral arches (or
branchial arches). In fish, the two upper visceral arches
are parts of the viscerocranium surrounding the oral
cavity. They are not equipped with gills, in contrast to
the lower (3-6) arches that are true respiratory organs.
In mammals, none of the visceral arches has respiratory
functions. Parts of them are used for new tasks, whereas
other parts have regressed. There are no signs of gill
development at any stage of human embryogenesis. The
term “branchial arch” (from Greek brankhion, gill) is
therefore not quite appropriate.

A visceral arch consists of a skeletal part (cartilage,
later replaced by bone in some arches), muscles, skin,
mucous membranes, and a nerve of its own. As men-
tioned, neural crest cells give rise to the skeletal part. In
human embryos, some visceral arches appear as ventral
bulges in the head and cervical region (Figs. 9.3 and
9.5). The first visceral arch—producing the upper and
lower jaw with attached masticatory muscles, along
with the hammer and the anvil of the middle ear—is
innervated by the fifth cranial nerve (the trigeminal).
The second visceral arch—forming, among other things,
the upper part of the hyoid bone, the stirrup of the
middle ear, and the facial muscles—is innervated by the
seventh cranial nerve (the facial). The third visceral
arch—forming most of the hyoid bone and the poste-
rior part of the tongue—is innervated by the ninth
cranial nerve (the glossopharyngeal). The fourth, fifth,
and sixth visceral arches form the cartilaginous skeleton
of the larynx and the muscles of the larynx and the
pharynx. These structures are innervated for the most
part by the tenth cranial nerve (the vagus).

Cranial nerves 3, 4, 6, and 12 (the oculomotor, tro-
chlear, abducens, and hypoglossal; see Fig. 3.14) inner-
vate structures that most likely develop from segmentally
arranged somites (somites are paired cubical masses
giving rise to muscles, the axial skeleton, and the der-
mis of the skin). These nerves are homologous to spinal

ventral roots. As for the eleventh cranial nerve (the
accessory), it is not settled whether the two muscles it
innervates (the sternocleidomastoid and trapezius)
develop from somites or from visceral arches. The latter
hypothesis is supported by the fact that the accessory
nerve root fibers, coming from the upper cervical
segments, exit the cord more dorsally than the spinal
ventral roots (corresponding to the level where visceral
arch nerves leave the brain stem; see Fig. 27.8).

Further Development of the Diencephalon

The diencephalon represents the caudal part of the
original prosencephalic vesicle (Figs. 9.4 and 9.5). The
lateral wall in this part becomes thicker at an early stage
and develops into the thalamus (Fig. 9.12A). The floor
plate forms the hypothalamus and the posterior pitu-
itary (see Figs. 6.22 and 6.24). The latter arise as an
evagination of the floor plate. The furrow (hypotha-
lamic sulcus; see Fig. 6.23) marking the border between
the thalamus and the hypothalamus might be a contin-
uation of the sulcus limitans (Fig. 9.10) It is not settled,
however, whether the arrangement with basal and alar
plates continues rostrally into the diencephalon. The thin
roof plate of the diencephalon forms by invagination the
choroid plexus of the third ventricle (see Fig. 7.5).
Further, the roof plate produces the pineal body by
evagination (see Fig. 6.23). The eye vesicles occur at an
earlier stage (before the further differentiation of the
prosencephalon; Fig. 9.3) but retain connection with
the diencephalon by the future optic nerve (Fig. 9.5).

Further Development of the Telencephalon

In the fifth week, development of the cerebral hemi-
spheres starts with the appearance of one vesicle on
each side of the prosencephalon (Figs. 9.4 and 9.5).
These are called the telencephalic (cerebral) vesicles.
Their cavities form the lateral ventricles, which initially
have wide openings to the third ventricle (interventricu-
lar foramen, Fig. 9.12A). The mantle zone of the basal
part of the telencephalic vesicle thickens rapidly to form
the corpus striatum of the basal ganglia (Fig. 9.12A).
The thinner overlying part, called the pallium, becomes
the cerebral cortex. The pallium grows dorsally, rostrally,
and caudally in relation to the diencephalon (Fig. 9.4).
The caudal and ventral parts of the hemispheres later
fuse with the diencephalon (Fig. 9.12B).

The basal ganglia primordium is later divided into
two parts—the lateral and medial corpus striatum—by
descending axons from the cerebral cortex. These
descending axons form the internal capsule (Fig. 9.12B).
As development proceeds, the caudate nucleus and the
thalamus come to lie medial to the internal capsule
whereas the lentiform nucleus (the putamen and the
globus pallidus) lies laterally (see Fig. 13.2).
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FIGURE 9.12 Development of the telencephalon.

A: Early stage, in which the telencephalon is still

separated from the diencephalon. Descending

fibers have started their growth from the pallium

(primordium of the cerebral cortex) to the brain Internal

stem and the spinal cord. B: The telencephalon capsule

is now attached to the diencephalon laterally,
and the medial and lateral striatum have been
separated by the internal capsule. The hip-
pocampus has changed its position, due to the
growth of the hemispheres (cf. Fig. 3.36). (Based
on Hamilton, Boyd, and Mossman 1972.)

Temporal horn of

In the medial wall of the pallium, just above the
attachment of the choroid plexus, a thickening arises
that bulges into the lateral ventricle (Fig. 9.13A). This is
the beginning of the hippocampus, which is partly sepa-
rated from the rest of the pallium by the hippocampal
sulcus. As the hemispheres grow, their shape changes so
that the temporal lobes come to lie ventrally. This
produces the characteristic curved shape of the lateral
ventricles and the structures in their wall, such as the
hippocampus and the caudate nucleus (see Figs. 7.4 and
31.2). The hippocampus thus moves from the position
in Fig. 4.12A to that in Fig. 4.12B.

The choroid plexus of the lateral ventricles is formed
by invagination of the thin part of the pallium (together
with the pia) close to the dorsal aspect of the dienceph-
alon (Fig. 9.12B; see also Fig. 7.6).

Development of the Cerebral Cortex

At first, the telencephalic vesicle consists of only one
layer of neuroepithelial cells. These proliferate, however,
producing rapid growth of the prospective cerebral

the lateral ventricle
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hemisphere. At a later stage, we can differentiate a ven-
tricular zone, mantle zone, and marginal zone, just as in
other parts of the neural tube (Fig. 9.13A). At the begin-
ning of the eighth week, neuroblasts from the mantle
zone migrate into the marginal zone and start establish-
ing the cortical plate (Fig. 9.13B), which in due course
will develop into the mature cerebral cortex by waves of
cells migrating toward the cortical surface. The peak of
migratory activity probably occurs between the third and
fifth months, while migration ends in the third trimester.
By the end of the seventh month the cortex has developed
six layers, as in the mature cortex (see Figs. 33.1 and
33.2). Synapses begin to occur in the fourth month
(earliest in the prospective somatosensory cortex).

The deepest cortical layers are established first; thus,
neurons destined for superficial layers have to pass
through the deep layers. Neuroepithelial cells in the ven-
tricular zone that have ceased dividing are termed post-
mitotic. The exact time a neuron becomes postmitotic—its
birth date—appears to decide which cortical layer it will
join. Radially oriented glial cells, radial glia (Fig. 9.6),
with processes extending from the ependyma to the pia,
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FIGURE 9.13 Differentiation of the prosencephalic neuroepithelium to
the cerebral cortex. A: Photomicrograph of a cross section through
the neural tube (prosencephalic part) at an early stage (chicken
embryo, corresponding to early fourth week gestation in humans).
Mitotic activity occurs in the ventricular zone. B: Photomicrograph

guide the migration of postmitotic neurons toward the
cortex. The phenotype of postmitotic neurons, for
example, whether they will develop into interneurons or
projection neurons, appears to be specified at the time
they start migrating toward their final destination.

Shortly after the establishment of the cortical plate,
thalamocortical fibers start to invade the telencephalic
wall, although they must “wait” several weeks below the
cortical plate before they find their final destination in
the developing cortex. The earliest afferent fibers to
arrive, however, are monoaminergic (at about 7 weeks).

While probably all progenitors of projection neurons
arise in the ventricular zone and migrate radially to their
final destination, many prospective cortical interneu-
rons arise from subcortical sites in the ventral forebrain.
They then migrate tangentially along the cortical plate
for varying distances before they change course and
migrate perpendicularly into the cortex.”

Specification of Cortical Cytoarchitectonic Areas

The adult cerebral cortex consists of many areas
that differ structurally and functionally (see Fig. 33.4).

2 All cortical interneurons are GABAergic but fall into different groups
structurally and with regard to whether they co-express the neuropeptide soma-
tostatin (SST), parvalbumin (PVA), or calretinin (CR). The three main groups
of GABAergic interneurons seem to be specified at the time they migrate from
the so-called ventricular (ganglionic) eminences.

of a section through the telencephalon (rat) at a much later stage than
in A, corresponding approximately to the fourth to fifth month in human
development. The ventricular zone is densely packed with neuroblasts
that will soon migrate toward the cortical plate. In further development,
the cortical plate develops into the adult six-layered cortex.

The differentiation of the cortical plate into distinct
areas (see Fig. 33.4)—a process called arealization—
depends on both genetic factors intrinsic to the devel-
oping cortical progenitor cells and extrinsic influences.
In the beginning, local patterning centers in the periph-
ery of the ventricular zone produces gradients of mor-
phogens that define four main, overlapping domains in
the cortical plate.” The morphogens in turn initiate
more discrete expressions of transcription factors in
cortical progenitor cells. These transcription factors are
involved in the further differentiation of the cortical
plate into areas with sharp borders (as well as in other
aspects of cortical development).

Among extrinsic influences, thalamocortical afferents
appear to be of particular importance for the mature
cytoarchitectonic characteristics of an area. For exam-
ple, the characteristic cytoarchitectonic differences
between the primary sensory areas (compare Figs. 33.2
and 33.4) depend on from which specific thalamic
nucleus the areas receive their afferents. For example,
transplanting a piece of visual cortex to the somatosen-
sory cortex makes the transplanted tissue acquire the
cytoarchitectonic features that are typical of the soma-
tosensory cortex. Further, immature projection neurons
transplanted from one area to another develop axonal

3 For example, the arealization of the frontal cortex seems to be initiated by
two fibroblast growth factors (Fgf8 and Fgf17).



ramifications appropriate for the area to which they are
transplanted. Thus, the local environment contributes
significantly to the neuronal phenotype.

In addition to the genetically determined development
described here, proper use of cortical areas is critical for
the realization of their functional specialization. This
involves use-dependent plastic processes, stabilizing
useful synaptic connections, and eliminating those that
prove to be superfluous or maladaptive.

Migration and Migration Disorders

We know some of the factors governing neuronal
migration, such as recognition molecules, adhesion
molecules, cytoskeletal components, and others. There
is a complex interplay among them, and the different
factors must be present in the proper concentration at
the proper time and place. For example, the early pres-
ence of certain neurotransmitters influences neuronal
motility by acting on ion channels that increase the
intracellular Ca®* concentration. The glycoprotein reelin
(among other factors) governs the final positioning
of migrating neurons in the cortex. Because reelin is
produced by Cajal-Retzius cells in the marginal zone
(Fig. 9.6) , it would seem logical that a concentration
gradient of reelin between the marginal and ventricular
layers is critical for normal development. The mecha-
nisms behind the effects of reelin appear to be more
complex, however. Nevertheless, mice with a mutated
gene for reelin exhibit characteristic malformations of
layered structures; in the cerebral cortex, the late-arriving
neurons do not migrate past those that arrived first to
occupy the outer layers. Although the neurons survive
and establish apparently normal connections, the brain
does not function normally. Another mutation, shown
in some humans, affects the migration before the neu-
rons enter the cortical plate and is associated with a
smooth cortex lacking the normal six-layered structure
(Miller-Dieker lissencephaly). This is just one example
of a large and varied group of malformations in
humans—migration disorders—caused by delayed or
deficient migration of postmitotic neurons.

Migration disorders affect primarily the cerebral cor-
tex and the cerebellum. Many are inherited recessively,
although ischemia, radiation, and other influences can
cause migration disorders (as shown in animal experi-
ments). In the cerebral cortex, migration disorders typi-
cally are associated with defective development of the
gyri (Fig. 9.14), which may be lacking (lissencephaly),
too small (polymicrogyria), or show other abnormali-
ties. Usually, such a cortex is called dysplastic, and
some use the term “dysplastic cortex” as synonymous
with migration disorders.

Migration disorders cause a number of syndromes
characterized by cognitive and behavioral defects (mental
retardation is common). Typical of many such syndromes
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FIGURE 9.14 Neuronal migration disorder. Horizontal T1-weighted
MRI. The right frontal cortex is dysplastic: it is thicker than normal
with obliteration of normal sulci (polymicrogyria). Similar alterations
occur around the lateral sulcus. (Courtesy of Dr. S.J. Bakke,
Rikshospitalet University Hospital, Norway.)

is epilepsy (which is often difficult to treat pharmaco-
logically). This is compatible with the fact that migra-
tion disorders also are associated with molecular
abnormalities of cortical neurons. Thus, animal experi-
ments suggest that epilepsy can arise in dysplastic
cortex because of an imbalance between the expression
of excitatory and inhibitory receptors (up-regulation of
amino-methylisoxazole propionic acid [AMPA] recep-
tors and down-regulation of GABA, receptors).

Programmed Cell Death and Competition for
Trophic Factors

As previously mentioned, many more neurons are
formed during the proliferation phase than are found in
the mature nervous system. Cell death usually coincides
in time with the period during which the neurons estab-
lish synaptic contacts. For the most intensively studied
neuronal groups, such as spinal motoneurons and reti-
nal ganglion cells, the amount of elimination depends
on target size. If the target (e.g., striated muscle cells) is
experimentally expanded, more motoneurons survive,
whereas reducing the target size increases elimination.
This can be explained by the neurons needing a suffi-
cient supply of a growth-promoting substance—a
trophic factor—to survive. The target cells produce
limited amounts of this trophic factor; that is, there is
not enough to keep all neurons alive. The neurons
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innervating the target compete for the trophic factor,
and only the winners survive. Because a limited number
of synapses can be formed on each neuron, the axons
arriving first have an advantage. The trophic factor is
taken up by the nerve terminals at the synaptic sites and
transported retrogradely to the cell body. The elimina-
tion of surplus neurons appears to occur rapidly, per-
haps during a few days in some systems. Overall, this
kind of cell death is believed to ensure optimal numeri-
cal relationships between, for example, motoneurons
and muscle cells. Cell death probably also serves to
eliminate incorrect synaptic connections.

Programmed cell death is not uniform throughout
the nervous system. In the primordial cerebral cortex
probably about 90% of the neurons die, whereas in
the spinal cord few interneurons die. About 50% of
motoneurons die, and a similar rate holds for a type
of interneuron in the retina (amacrine cells). We do
not know the reasons for such differences, and many
questions remain unanswered concerning programmed
cell death. For example, the number of cells that die
is not always related to the size of the target.

Cell death as a normal developmental process is
termed apoptosis (in contrast to necrosis, which means
cell death caused by abnormal, nonphysiological
influences).* What triggers this process? When certain
nerve cells die without the presence of a growth factor,
does it happen because the cell needs the factor for vital
metabolic processes or because the factor inactivates
genes that trigger apoptosis? There is much evidence in
favor of the latter explanation—that is, the existence of
a genetic death program in each cell. For example,
mutation of certain genes prevents apoptosis that
normally would have occurred at a certain stage of
development.

Neurotrophins and Other Growth Factors

The Italian Nobel Prize winner Rita Levi-Montalcini
discovered around 1950 a substance that stimulates
axonal growth in the peripheral nervous system. This
substance—termed nerve growth factor (NGF)—is a
protein produced by the cells of the target organ.
Antibodies against NGF inhibit the growth of axons
from autonomic ganglion cells and sensory cells derived
from the neural crest. In cell cultures, axons grow into
an area containing NGF and retract from areas without
it. NGF binds to specific membrane receptors. It is
transported retrogradely to the cell body, enabling
effects on gene expressions. After the discovery of NGF,
several related neuronal growth factors have been iden-
tified. Together they form the neurotrophin family,
consisting of NGF, brain-derived neurotrophic factor

4 Apoptosis is characterized by the breakdown of DNA to smaller fragments
and the subsequent dissolution of the cell.

(BDNF), and several others (neurotrophin NT-3, NT-4,
and so forth). Apart from regulating many aspects of
neuronal growth and differentiation during prenatal
development, they are involved in synaptic plasticity
and neuronal survival in the adult nervous system. The
neurotrophins bind to specific tyrosine-kinase receptors
(Trk) and to an unrelated receptor, p7SNTR (p75 neu-
rotrophin receptor).” The two kinds of receptor may
help to explain further why the effects of neurotrophins
are highly complex and not fully understood. Among
other differences, the effects mediated via Trk and
p7SNTR receptors tend to be opposite. Thus, nerve
growth factor prevents programmed cell death by
binding to TrkA receptors, whereas binding to p7SNTR
promotes it. Thus, the effects of a neurotrophin on a
certain neuronal population depend on the local expres-
sion of neurotrophin receptors (e.g., the balance
between expression of Trk and p75 receptors). The
expression of the neurotrophins and their receptors appear
to be dynamically regulated by a complex interaction
among intrinsic and extrinsic factors.® Thus, neurotro-
phin effects would differ among neuronal populations,
and on the same population at different points of time.

Among other growth factors acting in the brain are
the fibroblast growth factors (FGFs), which influence
differentiation and survival of several kinds of neurons.
Several other growth factors that were initially discov-
ered in the peripheral tissues are also expressed in the
brain.

Neurotrophins, Plasticity, and Disease

As mentioned, neurotrophins play a role not only dur-
ing normal development but also in the adult brain.
The finding that expression of neurotrophins can be use
dependent has attracted special interest in their role in
synaptic plasticity. Brain-derived neurotrophic factor
(BDNF), for example, is involved in the induction of
LTP. In the visual cortex, the expression of the receptor
TrkB parallels the critical period in development, and
the synthesis increases with increased use of the visual
system. Beneficial effects of physical activity on cogni-
tive functions and neurogenesis appear at least in part
to be mediated by increased expression of BDNF (and
perhaps NGF).

5 The Trk receptors constitute a family of three—TrkA, TrkB, and TrkC—
each of which can be activated by one or more of the neurotrophins NGF,
BDNF, NT-3, and NT-4. Overall, NGF seems to exert its main effects via TrkA
receptors, while BDNF acts mainly via TrkB. The p7SNTR belongs to the
tumor necrosis factor receptor (TNFR) family (tumor necrosis factor is an
inflammatory cytokine released from leukocytes, inducing apoptosis via its
receptors).

6 For example, while the expression of p7SNTR in normal adult brain is min-
imal, it increases after injury. At the same time, Trk receptor expression may be
reduced. This would tend to push the effect of neurotrophin receptor activation
from supporting cell survival to inducing cell death.



Neurotrophins are also intensely investigated for
their possible beneficial effects after brain injury. For
example, administration of growth factors at the site of
injured neurons might help them survive. In animal
experiments, injection of NGF into the ventricular sys-
tem prevented delayed cell death in the hippocampus
after a period without blood supply. The role of
neurotrophins in neurodegenerative diseases has also
attracted interest. One theory proposes that the senile
plaques in the brain of Alzheimer patients down-regulate
FGF in their environment, thus causing neuronal death.
In Parkinson’s disease and Huntington’s disease as well,
the level of FGF is apparently reduced. The connection
between such changes and the disease process is not
clarified, however.

Prolonged stress can cause neuronal death in experi-
mental animals. Decreased production of neurotrophins—
BDNF in particular—may mediate the effect of stress.
Alterations of growth factors also occur in patients
with severe depression, and both antidepressant drugs
and electroconvulsive therapy have been reported to
increase expression of BDNF (among other effects).

Myelination

Mpyelination of axons starts in the fourth month of ges-
tation and is largely completed 2 to 3 years after birth.
Although many axons in the CNS remain unmyeli-
nated, the process of myelination is clearly related to
functional maturation of neuronal interconnections.
Full functional capacity cannot be expected before
myelination is completed. As for the individual neuron,
myelination starts at the soma and proceeds distally.
Different tracts are myelinated at different times. Overall,
tracts concerned with basic tasks, necessary for life, are
the first to be myelinated (such as sucking, swallowing,
retraction from harmful stimuli, emptying of bowel and
bladder, and so forth). Such connections are also phy-
logenetically the oldest.

In the spinal cord, myelination starts in the cervical
region and proceeds in the caudal direction. First to be
myelinated are the propriospinal fibers (interconnect-
ing various spinal segments). Ventral root motor fibers
are myelinated earlier than the dorsal root sensory
fibers. Myelination of ascending spinal tracts starts in
the sixth fetal month, and tracts descending from the
brain stem follow (reticulospinal and vestibulospinal
tracts). These tracts need to be functioning at birth. In
contrast, the pyramidal tract, which controls the most
precise voluntary movements, is fully myelinated only
about 2 years after birth. Connections from the cere-
bral cortex to the cerebellum (see Fig. 24.7) are myeli-
nated at the same time as the pyramidal tract, which
seems logical because these connections are important
for coordination of voluntary movements.
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Myelination of the cranial nerves starts in the sixth
fetal month, except for the optic nerve (which is a cen-
tral tract and not a peripheral nerve). Myelination starts
shortly before birth in the optic nerve.

In the cerebral cortex, myelination begins shortly
before birth, first in motor and sensory areas. The asso-
ciation areas are mainly myelinated during the first
4 months after birth, although myelination continues
after that period. The last regions to become fully
myelinated are the association areas in the frontal lobe
(prefrontal cortex).

Although the myelination largely occurs according to
the pattern described in the preceding text, longitudinal
magnetic resonance imaging (MRI) studies indicate that
the relative proportion of white matter in the brain
increases (although slightly) until adult age. For exam-
ple, the cross-section of the corpus callosum increases
from 5 to 18 years of age. Presumably, after the age of
2 to 3 years the increase in white matter is caused by
increased myelin-sheath thickness of already myelinated
axons.

Malformations of the Nervous System

We discussed migration disorders as a cause of
malformations, especially of the cerebral cortex. These
malformations are special since the development of the
cerebral cortex is so protracted, ending late in the
prenatal period. Here we consider other kinds of
malformations that occur before the gross shape of the
CNS has been established.

Malformations of the nervous system, as in other
organs of the body, may be caused by genes or environ-
mental factors (or by both). External agents, such as
viruses and drugs, are most likely to cause serious mal-
formations or maldevelopment if they act in the period
of maximal differentiation—that is, from the third to
eighth week after fertilization (most organs are formed
during the embryonic period from the fourth to eighth
week). Harmful influences before this stage usually lead
to early death of the embryo.

Among the most common malformations is defective
closure of the neural tube, which may be caused by
various genetic and environmental factors. Normally,
the closure is completed by the end of the fourth week.
Lack of closure may affect the whole length of the neu-
ral tube but is most often restricted to either the cranial
or the caudal end. When the neural tube does not
develop normally, neither do overlying structures such
as the skull, parts of the vertebral column, and the skin.
Their normal development depends on induction by
diffusible substances (morphogens) from the nervous
tissue. With defective closure of the cranial end, the
brain does not develop, and the remainder of the neural
plate degenerates. This condition is termed anencephaly.
Such fetuses may sometimes live until birth but always
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die shortly after. A defective closure of the spinal cord
(most often in the lumbosacral part) is termed spina
bifida because the vertebral arch and soft tissue dorsal
to the cord do not develop normally. This condition
may vary in severity. In the most serious cases the ver-
tebral arches, muscles, and skin are absent and there is
herniation of the coverings of the cord that contain
degenerated nervous tissue (meningomyelocele). Less
severe cases may involve herniation of the coverings but
keep the spinal cord intact, whereas the least affected
have only partial lack of the vertebral arch (spina bifida
occulta). In the most serious cases, the cord does not
develop normally, leading to pareses and sensory dis-
turbances of the legs. When the nervous supply is defi-
cient, the muscles do not develop to their normal size
and strength.

Reduced drainage of the cerebrospinal fluid caused
by, for example, abnormal narrowing or obliteration of
the cerebral aqueduct (see Fig. 7.5) leads to hydroceph-
alus. If left untreated, this will cause death or seriously
impair brain development (see also Chapter 7, under
“Brain Edema, Herniation, and Hydrocephalus™).

MECHANISMS FOR ESTABLISHMENT OF SPECIFIC
CONNECTIONS

The main morphologic features of the nervous system—
such as its macroscopic form, the positions of major
nuclei and their interconnections—arise before birth
and shortly after. In a sense, this represents the hard wir-
ing of the brain. In this section, we discuss mechanisms
important for forming the brain’s “wiring diagrams.”
The growth of axons is often surprisingly goal-directed,
indicating the existence of guiding mechanisms. We
will discuss some mechanisms that can aid axons in
selecting their target. The number of known interacting
players at the cellular and molecular levels is enormous,
and many more are probably yet to be identified. It
should therefore not come as a surprise that we cannot
fully explain how the amazing connectional specificity
of the mature nervous system arises.

Trial and Error

Although trial and error cannot explain the overall
development of orderly connections in the nervous sys-
tem, it nevertheless plays a role at the local level. Indeed,
modern imagining methods permitting in vivo observa-
tion of growing neurons show that growth and retrac-
tion of neuronal processes are highly dynamic processes.
Thus, at the same time as growth cones randomly
explore their immediate environment and new spines
bud from dendrites, errors are corrected continuously
by retraction of unsuccessful growth cones and spines.
The development of neuronal networks is therefore a

very complex interplay of simultaneous building up
and tearing down, resembling the work of a sculptor
who adds excess of clay to be able to carve out the fine
details.

Distances Are Small in the Early Embryo

Knowing the complexity of the mature nervous system,
one might think that most of the human genome must
be devoted to specification of neuronal connections.
This is not the case of course. We should bear in mind
that the whole embryo is only a few millimeters to a
couple of centimeters during the stages of most intense
axonal outgrowths. Thus, the distances that axons have
to grow to reach their targets are usually very short.
Further, the topography of the nervous system at these
early stages is also much simpler than later, as not all
nuclear groups develop simultaneously. Our present
knowledge suggests that combined actions of several
mechanisms, each of them relatively simple, can explain
how the specificity of the nervous system arises.

Time of Neuronal “Birth”

The genetically programmed time of neuronal birth can
explain the development of specific connections in
many cases (Fig. 9.15). If, at the time of axonal out-
growth from one neuronal group, only certain neurons
are present in the direction of growth, the axons will hit
their correct target without specific recognition mole-
cules. In addition, programming of neurons for maxi-
mal synapse formation during a limited period ensures
that synapses are established upon arrival of the proper
axons. The time during which neurons readily produce
synapses is usually limited. Axons encountering a par-
ticular neuronal group at a later stage cannot establish
synapses, and therefore they either retract or grow past
to other targets.

Trophic Factors

Timing of neuronal birth and maturation cannot
explain all aspects of specificity, however. For example,
what decides the direction of axonal outgrowths? For
some neurons, such as pyramidal cells in the cerebral
cortex, the initial growth direction is genetically deter-
mined. After that, however, signals in the environment
of the axons determine the growth direction. Thus, cor-
tical pyramidal cells are occasionally “inverted” with
their apical dendrite pointing toward the white matter
instead of toward the cortical surface. In such cases, the
axons start growing toward the pial surface but soon
reverse direction and grow toward the white matter, as
do normal pyramidal cells (see Fig. 33.5). Such findings
are best explained by the target organs producing
growth-promoting substances—trophic factors—that
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FIGURE 9.15 Development of topographically organized connections:
example from the corticopontine projection (cf. Fig. 14. 7). A: Because
the axons from the frontal lobe start growing earlier than axons from
the occipital lobe, they have reached further down in the brain stem.
At this stage, neurons migrate into the ventral pons to form the pon-
tine nuclei. B: At a later stage, the early-arriving pontine neurons pro-
duce a trophic substance that attracts collaterals from the descending
axons. However, only the axons from the frontal lobe are sufficiently
mature to emit collaterals at this stage (2 days elapse from the time the
axons arrive in the pons until they can form collaterals). Immature
neurons continue to invade the ventral pons and form a shell around
the early-arriving neurons. C: Late-arriving pontine neurons are now
sufficiently mature to produce the trophic factor, whereas the early-
arriving ones have stopped their production. At this later stage, only
the axons from the occipital lobe can emit collaterals. Thus, axons
from different parts of the cerebral cortex end in different parts of the
pontine nuclei, forming the orderly topographic arrangement seen in
the adult (see Fig. 24.8). In this example, the topographic arrangement
can be explained by genetically programmed differences in the time of
birth for neurons in various parts of the cerebral cortex and the pon-
tine nuclei. Other mechanisms may operate as well. (Based on experi-
mental studies in the rat by Leergaard, Lakke, and Bjaalie 1995.)
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diffuse in the tissue. Axons then grow in the direction
of increasing concentration of the factor, which binds
to specific receptors, so that only axons expressing the
receptor are attracted. This may explain why axons
from a neuronal group in some cases grow toward their
correct target even if the neuronal group has been
moved to another site before axonal outgrowth.

Cell-Adhesion Molecules and Fasciculation

In other instances, neurons or glia along the route
apparently express specific molecules that function as
“signposts.” When the first pioneer axons have reached
their target, the rest of the axons can get there simply
by following the pioneers. (The pioneers may have a
relatively simple task because, as mentioned, the dis-
tances they grow are very short and the “landscape” is
simple.) Axons with a common target can express at
their surface neuronal-cell adhesion molecules
(N-CAMs) that make them sticky (N-CAMs are pro-
teins related to the immunoglobulins). Axons expressing
a particular kind of N-CAM are then kept together,
whereas others are repelled or inhibited in their growth.
In this way axons with common targets form bundles,
or fascicles, and the phenomenon is termed fascicula-
tion. The well-defined tracts of the nervous system arise
in this way.

Growth Cones and Their Interactions with N-CAMs
and Other Molecules

The many trophic factors, “signpost” molecules, recog-
nition molecules, and N-CAMs governing the establish-
ment of specific connections mostly act on the axonal
growth cone. The growth cone is an expanded part of
the tip of a growing axon (Figs. 9.15). It continuously
sends out small extensions, or filopodia, as if exploring
its immediate surroundings (Fig. 9.16). Filopodia
encountering the proper molecules in the tissue are
stabilized, and this determines the direction of further
growth, while other filopodia retract. The stabilization
depends on increased number of actin molecules in the
filopodia and of microtubules in the axon. Several
N-CAMS influence the growth of the axon when they
are present near the growth cone. These N-CAMs can
be expressed at the surface of both the growth cone and
the nearby cells. Binding of the N-CAM molecules to
each other causes stickiness. In other instances, N-CAMs
bind to specific receptors in the growth cone membrane
and thus activate intracellular second messengers (by
influx of Ca® ions). There are also extracellular mole-
cules with actions on the growth cone, such as laminin,
which is bound to the basal lamina. Laminin binds to
receptors in the growth cone membrane. Laminin can
occur transiently along the path of growing axons in
the peripheral nervous system, guiding the growth
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toward the target organ. Although the action of lami-
nin is not by itself specific, its time-specific expression
ensures that only axons present at the proper time will
grow. This is another example of the importance of
timing—in this case of axonal outgrowth—during
development.

Examples of Axonal Pathfinding

The “inverted” pyramidal cells, previously mentioned,
exemplify that gradients of substances in the environ-
ment of the axon govern growth direction. Another
example concerns the development of descending
connections from the cerebral cortex—that is, the out-
growth of axons from projection neurons in the cere-
bral cortex. Many such axons reach the spinal cord
and, in addition, emit collaterals to nuclei in the brain
stem. Initially, the axons grow toward the cord without
sending out collaterals (Fig. 9.15A). After a certain
interval or waiting time, however, collaterals grow out
and innervate the pontine nuclei (Fig. 9.15B). The col-
laterals to the pontine nuclei arise just when the pontine
neurons have reached a certain stage of maturation
(postmitotic age). Most likely, the pontine neurons at this
stage produce a trophic factor that “attracts” growing
axons. Such a mechanism, depending on diffusion, can
operate only over short distances. Thus, it is less likely
that trophic factors produced in the spinal cord are
responsible for the goal-directed growth of corticospinal
axons.

When the distance to the target is too long for trophic
factors alone to guide axonal growth, we assume that

Bundle of actin

filaments
" Filopodium

\
\ Me_shwork of
ﬁgﬁents \

Micro-
tubules

Growth cone T

Q Axon\

FIGURE 9.16 The axonal growth cone. A growth cone contains a cen-
tral and stable bundle of microtubules. In addition, dynamic microtu-
bules extend toward the filopodia and work together with actin
filaments. The filopodia contain bundles of actin filaments providing
motility. The filopodia extend or retract depending on the specific
molecules they meet in their immediate environment. (Based on Kalil
and Dent 2005.)

there are “signpost” molecules along the route. One
example illustrating this is the growth of axons from
the retina through the optic chiasm. Figure 16.14 shows
the arrangement of the axons from various parts of the
retina as they pass through the optic chiasm in the
adult. Axons from the nasal retina cross to the other
side, whereas axons from the temporal retina pass
ipsilaterally—that is, without crossing. In the adult,
crossing and ipsilateral axons are segregated as they
approach the optic chiasm. During the first outgrowth,
however, axons from the nasal and temporal parts of
the retina are mixed. Nevertheless, they take the correct
path when they reach the region of the chiasm, even
when this requires that some have to bend 90 degrees,
and that some axons must cross each other. Interaction
between axons from the two eyes is not necessary,
either. Thus, even if one of the eye primordia is removed
before the axons have reached the optic chiasm the
axons from the remaining eye still find their correct
way through. Neither can trophic factors from the
target organ of the axons (a thalamic nucleus) play a
decisive role because this nucleus is not yet established
at the time the axons grow through the optic chiasm.
Therefore, local clues in the region of the optic chiasm
must guide the axons—at least during the first pioneer-
ing phase. In the next few weeks—when thousands of
axons follow the pioneers through the chiasm—cell
adhesion molecules and fasciculation are important.

Another example of the importance of local “signpost”
cues for axonal pathfinding is the development of skel-
etal muscle nerve supply by spinal motoneurons. Even
after removal of the primordial muscle, the axons that
would normally supply it still find their way to the site
of the (removed) muscle.

Elimination of Axon Collaterals and Synapses

As mentioned, the terminal area of a group of axons is
often more extensive initially than after maturation,
forming a surplus of synapses. Newborn monkeys, for
example, have higher numbers of synapses on each
neuron in many parts of the brain than adult monkeys.
Thus, many collaterals and synapses are eliminated
during further development. When it occurs in early
phases of development (prenatally), elimination is prob-
ably due mainly to programmed cell death. Later on,
competition for growth factors may be more important.
In this way, the axonal ramifications of each neuron are
pruned, thereby increasing the spatial precision of
connections. In other instances, neurons initially send
axon collaterals to two (or more) nuclei, but only one
collateral survives while the other disappears during
further development.

Elimination of axon collaterals is exemplified by the
development of descending connections from the visual
cortex. Initially, the axons grow down to the spinal



cord, sending off collaterals to the pontine nuclei
(among other areas) on their way (Fig. 9.15). After the
pontine collaterals are established, those to the cord
disappear (in adult animals there are no connections
from the visual cortex to the cord). We do not know
how this happens; perhaps trophic factors from the
cord or medulla “trick” the axons to grow beyond their
real targets. We may further assume that once in the
cord, the axons are not able to establish synapses, per-
haps because they lack specific recognition molecules
or simply because the spinal neurons are not receptive
at the time the axons arrive.

A further example concerns descending axons from
the forelimb region of the motor cortex (of rodents).
Initially, such axons reach both the cervical and the
lumbar parts of the cord (innervating the forelimb and
the hind limb, respectively). Collaterals enter the spinal
gray matter only in the cervical region, however, and
the branch to the lumbar cord disappears without
having established synapses.

Formation and Elimination of Synapses from
Newborn to Adult

While the number of neurons in the human cerebral
cortex appears to be fairly constant after the twenty-
eighth gestational week, the synaptic densities undergo
marked changes until the end of puberty. In general, the
synaptic density in the cerebral cortex increases steeply
from before birth to late in the first postnatal year.
Thereafter, the density declines slowly—presumably
due to elimination of synapses—until reaching adult
values between age 10 and 15. There appears to be
large variations among cortical areas, with earlier max-
imum density and a shorter period of synapse elimina-
tion in primary sensory areas than in association areas.
In the visual cortex, synaptic density at birth is about
10% of that at 4 to 8 months after birth, when the
number of synapses per neuron is estimated to be
15,000. Thereafter, the number declines to about 7500
at 10 to 12 years of age. This number seems then to be
stable for many years. Similarly, in the auditory cortex,
synaptic density peaks at about 3 months after birth,
while synapse elimination ends at around age 12. In the
frontal association areas, maximum synaptic density
occurs about 15 months postnatally, while elimination
ends around age 16.

We can only speculate on the functional meaning of
such changes of synaptic numbers and densities. It
seems reasonable, however, that a large surplus of
synapses is useful in phases with large plastic changes.
Presumably, there is a large pool of labile (perhaps
“silent”) synapses, of which only some become stabi-
lized by proper use. It may be significant that the post-
natal overproduction of synapses is particularly marked
in the human cerebral cortex, as compared with animals
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with relatively less developed cerebral cortex. Most likely,
this is related to the enormous human potential for learn-
ing and adaptation: evolution has favored flexibility and
learning capacity at the expense of “secure” genetic
preprogramming of brain synaptic interconnections.

The Brain Changes during Adolescence

For some unknown reason, the rate of synapse elimina-
tion appears to be particularly high just before and dur-
ing puberty. In the monkey visual cortex, for example,
the maximum number of synapses occurs around the
third postnatal month. Thereafter, the number is fairly
constant until puberty, when a marked reduction occurs
(40% loss) to obtain stable adult values. Longitudinal
MRI studies in children and adolescents indicate that
the ratio of gray and white matter changes, especially
around puberty—in spite of unaltered total brain vol-
ume. First, there is an increase of gray matter that is
most marked in the frontal lobes. After puberty, gray
matter declines while white matter increases. These
changes appear to continue into the late 20s. Although
their functional meaning is not clear, such data
strengthen the impression that considerable plastic
changes occur in the brain during adolescence.

Establishment of Topographic Maps

When axons arrive at their target, they usually do not
establish synapses at random among the neurons but,
rather, in a restricted part of a neuronal group. Thus,
the incoming axons together form a topographic map so
that, for example, different body parts (see Fig. 14.7) or
parts of the visual field (see Fig. 16.19) are represented
by spatially separate neurons. Most connections in the
brain exhibit some degree of topographic organization,
and this is not restricted to systems that convey sensory
information and motor commands. Some topographic
maps are simple, while others may appear highly
complex.

In some parts of the brain—for example, in the supe-
rior colliculus where axons from the retina form a map
of the visual field—there exist gradients of specific
receptors along different axes during development.”

Genetic programming of neuronal time of birth is
another important mechanism. (Time of birth also
decides the scheduling of axonal outgrowth and the

7 In the early development of the superior colliculus, neurons express mem-
brane-bound ephrins (ephrin A [EphA] and B [EphB]) that form mediolateral
and anteroposterior gradients. Axons arising in different parts of the retina dif-
fer with regard to the kind of ephrin (EphA or EphB) receptor they express and
are thereby specified to establish synapses in certain parts of the colliculus.
Activation of the Eph receptor requires contact between the axon and the target
neuron. In general, it appears that activation of EphA receptors leads to axon
repulsion—that is, the growth cone collapses—while activation of EphB leads
to attraction with stabilization of the growth cone (partly by actin polymeriza-
tion). Ephrins are also involved in neuronal migration and synapse formation.
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ability to form and receive synapses, as discussed
above.) Figure 9.15 illustrates how topographic maps
in the pontine nuclei may arise. In the adult, axons from
the cerebral cortex end in a precise topographic pattern
in the pontine nuclei. Functionally different parts of the
cerebral cortex connect with different parts of the nuclei
(Fig. 24.9). This pattern appears to arise because axons
from different parts of the cortex start growing at dif-
ferent times and because subgroups of pontine neurons
are born at different times.

Although the basic pattern of topography is geneti-
cally determined, proper use of the system is necessary
to obtain maximum precision of spatial arrangements.
We return to this next in considering the environmental
effects of experience on the development of the nervous
system.

Prenatal Development of a Neuronal Network

We use as an example the development of the spinal
network that controls locomotion. This network arises
long before locomotor movements are of any use. In
human fetuses, rhythmic movements of the extremities
(although uncoordinated) occur as early as 10 weeks
after fertilization. At first, the spinal network initiates
movements without any sensory information or com-
mands from higher levels of the CNS. Gradually the
coordination improves to complete locomotor patterns
(improvement continues after birth when the system is
used in a goal-directed manner). The prenatal improve-
ment is probably due to several factors: altered electric
properties of the neurons, expression of novel transmit-
ters and receptors, and development of the connections
among the network neurons. These alterations depend
on the development of descending connections from the

brain stem (especially important might be those that
contain serotonin). Maturation of the locomotor func-
tion starts with the forelimb and proceeds caudally to
the hind limb, in parallel with the growth of descending
axons.

Postnatal Growth of the Brain

The weight of the human brain triples during the first
year of life (from 300 to 900g), and at the same time
major changes of synaptic density take place, as dis-
cussed in the preceding text. After the first year, the
weight increases more slowly to reach adult values
around the age of 5 to 7 (1400 g for men and 1250 g for
women). This weight gain is caused by the growth of
existing neurons and their processes, the myelination of
axons, and the proliferation of glial cells. The neuronal
growth mainly involves expansion of the dendritic trees
and formation of axon collaterals with nerve terminals.
The growth of dendritic arbors is especially marked in
the human cerebral cortex during the first 2 years of
life (Fig. 9.17). There is good evidence that increased
dendritic ramifications relate to an increased number of
synapses. Myelination of corticocortical connections
takes place during the same period and is a sign of func-
tional maturation. Increased conduction velocity
enhances both the precision and the capacity of the
neural networks; that is, their potential for information
processing increases.

Human Brain Weights

Typical values of average adult brain weight from large
autopsy studies are about 1400 g in men and 1250g in
women. Usually, such studies are based on brains of
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adults between the ages of 20 and 40 years. More inter-
esting than average weight is the range of variation
among normal individuals. An investigation of brains
from 200 persons 17 to 40 years of age reported varia-
tions from 1120 to 1780 g in men and from 1070 to
1550 g in women. Older autopsy studies indicate that
adult brain weight (volume) is reached between ages 5
and 10. An MRI study of 85 normal children, aged 5 to
17, did not find any volume increase after the age of 5.
MRI studies show a weak correlation between brain
volume and IQ, both among children and adults.

THE ROLE OF THE ENVIRONMENT IN DEVELOPMENT
OF THE NERVOUS SYSTEM

Growth and Use-Dependent Plasticity

Although the brain’s postnatal weight gain is largely
genetically determined, the final functional state of the
various neural systems and networks depends critically
on their proper use during a certain period: they must
be used at the proper time and in a meaningful way.
The ensuing use-dependent structural changes occur
mainly at the synaptic level, determining the final num-
ber of synapses, their precise distribution, and postsyn-
aptic effects. Both establishment and elimination of
synapses occur at high rates during the development
toward a fully functioning system. As we have discussed,
an enormous surplus of synapses arises in infancy, with
subsequent synaptic elimination as the neuronal net-
works mature. Nevertheless, networks that are properly
used appear to end up with a higher number of synapses
than networks not subjected to normal challenges.®

“Enriched Environments” and Synaptic Plasticity

Numerous animal experiments have shown robust
effects of environmental conditions on brain structure
and biochemistry, as well as on behavior. Early experi-
ments showed, for example, that dendritic arboriza-
tions were more extensive in the cerebral cortex of rats
raised in an enriched environment (a simulated natural
environment with ample space and access to toys) than
in rats raised in standard laboratory cages.” Brains of
wild and tame animals represent a naturally occurring

8 Kittens that do not use their vision during the phase of maximal synapse
production (sensitive period), end up with about two-third of the normal
number of synapses in the visual cortex. Generalizing from this observation,
one-third of synapses in the cerebral cortex may depend on proper use of the
functional system in which they participate.

9 It should be emphasized that so-called enriched environments are enriched
only as compared with standard laboratory conditions. The latter is a situation
of deprivation rather than of normality. Both the standard and the enriched-
conditions are therefore highly artificial. Nevertheless, when interpreted with
caution, experiments with enriched environments give robust evidence of the
role of environmental factors in brain development and function.
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analog of experiments with enriched environments.
Indeed, wild animals have somewhat larger brains than
tame animals of the same species. The responsible influ-
ence must occur quite early, because animals born in
the wild and later tamed have the same brain size as
wild animals. The difference is not genetic, however,
because individuals of the first generation born in
captivity have smaller brains than their wild relatives
have. Experimental enrichment in the early postnatal
period of rats induced increased synaptic density in the
hippocampus and improved performance in certain
learning and memory tasks. Results from experiments
on the motor system further support the association
between synaptic plasticity and learning: Among young
adult rats doing different motor tasks, some developed
more synapses per neuron in the cerebellar cortex than
others did. The decisive factor was not the amount of
motor activity but that the activity implied learning of
new motor behaviors. Other experiments show that
learning of specific skills is associated with synaptic
changes in cortical areas involved in the task. For exam-
ple, as monkeys gradually improved their performance
in distinguishing tones of different frequencies, the part
of the auditory cortex representing the particular fre-
quencies increased in size. Similar changes occur in the
motor cortex during learning of motor skills.

The preceding examples strongly suggest that
formation and modification of synapses are closely
linked with learning. It is plausible, for example, that
life in the wild (or in an artificially enriched environ-
ment) requires the acquisition of a broader repertoire of
adaptive behaviors than life in the cage or the bin. In
general, there is good reason to assert that task-specific
networks become operational during childhood because
of learning processes driven by active interactions
between the individual and his or her environment.

Information Must Be Meaningful

Nerve impulses are not by themselves sufficient for nor-
mal development, as shown in many animal experi-
ments. For example, in goldfish exposed only to diffuse
light (devoid of information) at the time retinal axons
form synapses in the optic tectum, the normal ordered
map of the visual environment does not develop
properly. Another example concerns the development
of connections from the retina to the visual cortex. At
first, neurons in the visual cortex are influenced with
equal strength from each eye. Soon after birth, how-
ever, neurons in the cortex segregate into groups, with
a dominant input from one eye and a weaker input
from the other. This phenomenon is called eye domi-
nance. When all impulse traffic from the retina is
blocked in kittens, eye dominance does not develop:
each neuron continues to respond equally well to signals
from either eye. Artificial electric stimulation of the
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optic nerve can nevertheless induce eye dominance even
though the animal is blind, but only if the signals from
the two eyes arrive with a minute time difference (cor-
responding to what occurs under natural conditions
with light falling on the two retinas). With natural use
of the system during development, axon terminals
conveying signals from the two eyes compete for the
available synaptic sites on each neuron.

Both of the aforementioned examples from the visual
system show that, in order to induce the normal synaptic
pattern and connectivity, nerve impulses must convey
meaningful information—that is, information that
helps the animal adapt to its environment.

Early Social Experience Alters Brain Structure
and Function

Human experiences and animal experiments strongly
suggest that social conditions in early childhood can
influence adult emotional and cognitive behavior, and
that this is associated with alterations of brain struc-
ture. For example, rat pups of mothers spending much
time licking and grooming them develop higher synap-
tic density in the hippocampus than do pups with moth-
ers paying less attention to them. In agreement with
alterations of the hippocampus, the pups of “high-licking”
mothers also show enhanced spatial learning and mem-
ory. Further, as adults, the offspring of “high-licking”
mothers show a different response to stress than
offspring of “low-licking” mothers."” Another example
concerns the effects of exposing rat pups to traumatic
emotional experiences, for example by separating them
from their mothers. Such pups show synaptic altera-
tions in the anterior cingulate gyrus (see Fig. 6.26), a
region that is involved in emotional processing. Further,
separation was associated with altered development of
neural networks that control emotional responses medi-
ated by the autonomic nervous system.

Even though early experiences seem capable of pro-
ducing life-long alterations of brain structure, improved
environmental conditions at a later stage can reverse
the changes. For example, exposure to an enriched
environment around puberty was found to normalize
the structural changes of the rat hippocampus induced
by early traumatic experiences. As summarized by the
U.S. neuroscientist Robert M. Sapolsky (2004, p. 792):
“Thus, early experience can have lifelong consequences

10 This influence appears to be mediated by (at least) two intracellular path-
ways. First, a high-licking mother, as compared with a low-licking one, induces
higher levels of serotonin in the pup’s brain. This in turn leads to increased
NGF-expression in the hippocampus. In addition, the glucocorticoid receptor
gene in the hippocampus is demethylated. This makes the gene permanently
more accessible to activation by NGF, resulting in permanent high levels of
glucocorticoid receptors in the hippocampus. The level of glucocorticoid
receptors relates to behavioral and endocrine responses to stress in the adult
animal.

ranging from the molecular to the behavioral level. . .
But, to the great relief of many of us, early experience is
not necessarily destiny. . ..”

Sensitive (Critical) Periods

The term sensitive or critical period pertains to the
development of a particular function of the nervous
system and refers to the period when the system respon-
sible for the function is maximally plastic—that is, its
capacity for structural and functional adaptations is at
its highest."" Further, the full development of a particu-
lar function requires proper use of the relevant neuronal
networks during the sensitive period. For example, the
ability of the mature brain to process sensory information
depends on use of the particular sensory system during
periods in early postnatal development. The same holds
for the development of many skills. Further, we know
that later use of a system cannot fully compensate for
the lack of use during the sensitive period.

Sensitive periods occur at different times and vary in
duration for different systems and behaviors. The
opening of a sensitive period coincides with increased
plasticity and with intense use of the neural networks
responsible for the particular behavior. In normal chil-
dren, for example, intense training of walking starts at
about 1 year of age, and the vocabulary develops almost
explosively between ages 2 and 3. We can only speculate
what drives—or motivates—a normal child to train so
intensely just during the phases of maximum plasticity.

The phases of system-specific, maximum plasticity
must coincide with meaningful use of the systems to
ensure optimal development. For example, infant mon-
keys prevented from using their vision until the age of
3 to 6 months needed several months after regaining
vision to learn to distinguish a circle from a square.
A normal infant monkey learns this simple task in a few
days. Monkeys deprived of vision during the sensitive
period do not develop the proper synaptic connections
in the cortex that enable them to extract the meaning of
visual information. Further, they do not develop the abil-
ity to integrate vision and the other senses (see Chapter 34,
under “The Parietal Lobe and the Development of
the Ability to Integrate Somatosensory and Visual
Information”). There is much evidence that later use
and extra training cannot fully compensate for the lack
of use during the sensitive period. For example, although
language may be acquired even if training starts later
than normally, development of the full potential
requires that training start during the first few years
of life.

11 Many researchers now prefer the term “sensitive” period because “critical”
period may give a false impression of an all-or-nothing phenomenon. Thus,
even though the sensitive period undoubtedly is of special importance, most
systems remain plastic also after the end of the sensitive period.



Although the period of intense synaptic proliferation
is brief and well defined, the sensitive period for func-
tional development is usually much longer and need not
have a clear-cut endpoint. Moreover, sensitive periods
in humans are generally much longer than in animals
with a shorter period of postnatal development. In
humans the sensitive period for vision, for example,
probably lasts for the first 2 to 3 years, although the
development is most rapid during the first year. Various
aspects of vision have different sensitive periods, and at
the cellular level, neurons in different layers of the
visual cortex develop their characteristic properties at
different times. More complex behaviors have, as one
would expect, later sensitive periods than simple behav-
iors. For example, in the visual system the sensitive
periods for development of binocular vision ends long
before the sensitive period for the analysis of complex
objects.

Compared with other phases of development, a sen-
sitive period is characterized by both increased plastic-
ity and increased vulnerability of the nervous structures
involved. These factors are mutually dependent: one
cannot have the one without the other. Thus, lack of
proper stimulation, lack of opportunities for practice,
or exposure to harmful environments has effects that
are more serious during sensitive periods than at other
times.

Cellular Mechanisms and Sensitive Periods

We do not fully understand the cellular mechanisms
underlying the enhanced plasticity during sensitive
periods. We do know, however, that sensitive periods in
experimental animals correlate with the ease of LTP
induction (long-term potentiation). We also know that
monoamines play an important role. Thus, a sufficient
level of these transmitters must be present in the cerebral
cortexatthetimeofsynapticproliferation. Monoaminergic
fibers are the first to grow into the cerebral cortex during
development, perhaps to prepare the ground for the sen-
sitive period. Through their modulatory actions, mono-
amines may ensure the necessary responsiveness of
neurons to new synapses. Several growth factors and
neurotrophins, known to influence neuronal plasticity,
are expressed during sensitive periods.

Start and End of Sensitive Periods

We do not fully understand which mechanisms start
and end a sensitive period. In general terms, it seems
likely that a sensitive period starts when a genetically
determined development of relevant neuronal networks
reaches a certain stage, so that, as it were, experience
has a substrate to work on. We know that the start of a
sensitive period coincides with increased plasticity. In
addition, experience in itself seems to boost plasticity,
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as witnessed by delay of the plasticity increase if use of
the system is prevented. In the visual system, the earliest
sensitive period seems to start with a genetically deter-
mined proliferation of synapses in a particular neuronal
network. Figure 9.18 shows the increase of synapses
per neuron from birth to adulthood in the cat visual
cortex. The largest increase starts at the time the kittens
open their eyes at about 8 days and ends after about 1
month. Further experiments showed that part of this
increase takes place only if the visual system is used. In
one group of kittens, the eyelids were sutured in the
first postnatal week, whereas in another group the optic
nerves were cut. Both groups had about 30% fewer
synapses per neuron in the visual cortex than controls.
It is worth noting that the effect was the same regard-
less of whether the visual cortex was completely cut off
from afferent signals from the retina or only lacked a
meaningful sensory input (with sutured eyelids, action
potentials still travel in the optic nerve).

As to what ends a sensitive period, reduced levels of
monoamines probably contributes. Another factor
appears to be signal molecules from myelin that reduce
plasticity. Further, the development of GABAergic inhi-
bition seems to correlate in time with the end of sensi-
tive periods. Indeed, a proper balance between excitation
and inhibition is a prerequisite for normal functioning
of neuronal networks. In functional terms, the sensitive
period would seem to end when the neuronal networks
have attained the level of structural refinement that
enables them to perform the tasks demanded of them. If
a system is not used at the right time, the start of the
sensitive period may be delayed for some time: the
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FIGURE 9.18 Postnatal increase in number of synapses during a sensi-
tive period. The graph shows the change in the number of synapses
per neuron in the visual cortex of kittens. The number increases
steeply when the kittens open their eyes 8 days after birth. (Based on
Cragg 1972.)
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system “waits” for the right signals. However, if time
passes without proper use, the networks seem to be
taken over by other systems. In this way, they become
less and less accessible for their proper inputs. One
example concerns children that are born blind: as
adults, their visual areas are activated by somatosensory
stimuli (e.g., during Braille reading).

Examples of Sensitive Periods in Humans

Infants born with opaque lenses in their eyes—
cataracts—can develop normal vision if the lens is
removed at a very early stage. The longer the time
before operation, the smaller the chances are that the
child will attain normal vision. Persons attaining their
sight after puberty (for example, by removal of an
opaque lens) have grave difficulties using their sight.
The “new” sense may cause trouble rather than being
the expected blessing. Some choose to return to life as a
blind person. A boy operated on at the age of 8 illus-
trates this problem. Several months of patient training
were needed before he could recognize objects by sight
(objects he was familiar with from the use of other
senses). The surgeon who treated the boy concluded
afterward: “To give back his sight to a congenitally
blind patient is more the work of an educationalist than
of a surgeon” (cited by Zeki, 1993 , 216). The main
reason for the problems encountered by this boy (and
others in his situation) is most likely that he had not

established the cortical networks needed for integrating
visual information with other sensory modalities. Thus,
his brain was not capable of using the wealth of infor-
mation provided by his eyes. In contrast, if the visual
system has been used normally during the sensitive
period in infancy and early childhood, even many years
of temporary blindness have no serious effects on visual
capacities.

Another example concerns children who are born
deaf and later receive a cochlear implant that supplies
the brain with information about sounds of different
frequencies. Experience shows that such children can
develop useful language and hearing behavior if the
implant is provided early—that is, during the first 2 to
3 years of life. As with vision, access to auditory infor-
mation during the sensitive period is necessary for
proper development of the hearing system. To use
sounds as basis for development of language, for exam-
ple, numerous specific connections must be formed in
the brain between the auditory cortex and other areas
of the cerebral cortex. Such connections cannot be
properly formed after the sensitive period. At least in
part, this is due to other systems taking over the parts
of the cerebral cortex that are normally engaged in
auditory functions. Thus, deaf children activate the
auditory cortex when using sign language (this is called
cross-modal plasticity). Cochlear implants in such chil-
dren do not restore sound-activation of the auditory
cortex.
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OVERVIEW

Many presumably harmful changes occur in the brain
as we grow older. There are, for example, reductions
of average brain weight, synaptic numbers, and neu-
rotransmitters. There is also a loss of myelinated nerve
fibers, and together all these changes would be expected
to cause less efficient communication in neuronal net-
works. Age-related changes appear to affect especially
networks of the prefrontal cortex and the medial tem-
poral lobe—regions critically involved in memory and
other cognitive functions. Nevertheless, most healthy
elderly persons function remarkably well in spite of
biologic alterations—with only a minor reduction of
recent memory and some slowing of movements and
mental processes. This is believed to result from com-
pensatory, use-dependent plasticity initiated in response
to the biologic changes. Thus, elderly individuals seem
to activate larger parts of the brain when solving men-
tal tasks (often both hemispheres are activated in con-
trast to strictly unilateral activation in younger people).
Aging also entails a fairly marked loss of peripheral
receptors, which may compromise vision, hearing, and
balance. Such loss of peripheral receptors is often more
bothersome than the changes occurring in the brain.

In neurodegenerative diseases, loss of neurons and
their processes usually proceeds for many years before
symptoms occur. This is at least partly due to compensa-
tory processes going on in parallel with neuronal loss.
The emerging symptoms depend mainly on which parts
of the brain are subject to the neuronal loss. In spite of
being caused by different mutations, misfolding of
intracellular proteins occurs in many neurodegenerative
diseases. Misfolding appears to initiate cytotoxicity.
Neurodegenerative diseases with massive loss of neurons
in the cerebral cortex lead to dementia, with Alzheimer’s
disease as the most common. This disease is characterized
by—in addition to cortical neuronal loss—degeneration
of the cholinergic basal nucleus (of Meynert) and marked
loss of acetylcholine in the cortex.

AGE-RELATED CHANGES IN THE NORMAL BRAIN
AND THEIR CONSEQUENCES
Biologic Changes and Their Interpretations

Comparisons of the brains of young and old persons
have revealed several biologic differences. These include

a reduction of average brain weight, enlargement of
ventricles (indicative of tissue atrophy), the appearance
of degenerative patches, and neuronal shrinkage (that
occurs primarily in very old people). Dendritic trees
and synaptic numbers appear to be reduced in the cere-
bral cortex. Reduced blood flow of the whole brain or
certain regions has been found in several studies. Several
other changes, particularly in neurotransmitters and
their receptors, have been reported. With imaging tech-
niques, several alterations have been reported, notably
changes of both gray and white matter. The relation-
ship between biologic changes and impairments of
brain performance is still debated, however. This is
partly because of conflicting evidence on several impor-
tant points and uncertain interpretations of findings.
Interpretations are hampered, for example, because the
biologic differences usually represent small group aver-
ages, while the individual differences within each age
group may be much larger. Because detailed informa-
tion of a person’s behavioral and cognitive performance
is seldom available when examining the brain after
death, correlations must be tentative. In animal experi-
ments, formal testing can be performed before examin-
ing the brain, enabling more affirmative conclusions
regarding the correlation between behavior and age-
related brain alterations. Unfortunately, some biologic
alterations that are well documented in aged rats and
monkeys are controversial in humans.

Nonuniform Distribution of Changes

In spite of the uncertainties just mentioned, one impor-
tant point seems clear: Alterations of brain structures
with advancing age are not uniformly distributed but,
rather, are concentrated in specific parts of the brain.
Thus, changes in a small part of the cortex may cause
functional deficits without significantly affecting over-
all numbers of neuronal elements. Most consistently,
changes have been observed in the hippocampal forma-
tion and the prefrontal cortex. In general, psychological
tests show that functions of the brain that are served by
these altered parts of the brain also show the most
marked reductions by normal aging.

Elderly People Differ Widely with Regard
to Brain Functions

It should be emphasized that individual differences with
regard to brain functions are as marked among the
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elderly as among young people. When we characterize
persons in general terms according to their age, we
often forget that persons of the same age—be it 25 or
80 years—differ widely not only physically but also
emotionally and cognitively. For example, our person-
alities are quite stable over the adult life span. While
certain traits are characteristic of elderly people as a
group (as for adolescents and for middle aged people)
the individual differences are actually more prominent.
This even concerns memory for recent events, which is
probably the most constant cognitive sign of aging.
Investigations of aged rats, monkeys, and humans with
standard tests for recent memory reveal that a relatively
large minority does as well as young controls. Indeed, a
study of more than 1600 persons with a simple memory
test (repeat a list of 20 words just presented) showed
that the performance of the oldest group (88 years)
overlapped that of the youngest (25 years) by 50%.
Another characteristic of elderly people is a reduction
in psychomotor speed. They may speak more slowly,
use more time to consider a question or to recall a name,
and motor responses are less brisk than in young peo-
ple. For many, however, this reduction is apparent only
when the performance demand is high.

Loss of Neurons Does Not Explain Cognitive Decline in
Normal Aging

Reduced mental capacities in older people are often
explained simply by referring to neuronal death (as
we know, lost neurons are generally not replaced).
However, even though a modest loss of neurons may
occur, there seems to be agreement that this can explain
neither cognitive decline nor the reduction of brain
weight reported in normal aging.

From a theoretical viewpoint, a modest diffuse neu-
ronal loss would not necessarily cause clear reductions in
the performance of the nervous system. As discussed ear-
lier, large populations of neurons share responsibility for
most specific tasks, especially higher mental functions
such as abstract thinking, language, and memory. These
are the products of distributed networks that connect
neuronal groups in many parts of the brain. A diffusely
distributed reduction of neurons in these networks would
not be expected to cause functional deficits, except
perhaps with maximal demands on performance.

Animal studies support that neuronal death is not the
cause of normal age-related cognitive decline. Thus, old
rats and monkeys showing cognitive impairments do
not have fewer neurons than young animals in the
hippocampal region and the prefrontal cortex.

How Many Neurons Are Lost?

Early studies of postmortem human brains suggested
that as much as 20% to 50% of neurons are lost

during aging. More reliable methods later showed these
numbers to be far too high (an important source of
error being different shrinkage—due to different water
content—of young and old brains). Indeed, recent stud-
ies with stereological methods find little or no neuronal
loss in the human cerebral cortex. One study of 90 per-
sons of both sexes suggested a loss of about 10% of
cortical neurons from 20 to 90 years, while other stud-
ies did not find any significant neuronal loss in selected
parts of the cortex with advancing age. Relatively few
brains examined, and different sex and age distribution
may probably explain some of the differences among
studies. The total number of neurons in the cerebral
cortex of humans may vary by 100% among individu-
als, according to studies with stereological methods. As
noted by Alan Peters and coworkers (1998, p. 297):
“Such large variations make it virtually impossible to
accurately determine if there is a significant loss of neu-
rons from an individual brain, and raises doubt about
the significance of a loss up to 10% . . .”

Loss of Gray and White Matter

Even though few neurons are lost during aging, the
brain nevertheless shrinks, as witnessed by data of brain
weights after death and brain volumes during life (with
magnetic resonance imaging [MRI]). MRI studies show
that as we grow older, we lose both gray and white
matter and the cerebral ventricles expand correspond-
ingly. The reduction of gray matter is most likely due to
shrinkage of cell bodies, loss of dendritic branches
(especially the smaller ones and spines), loss of thin
axonal branches and nerve terminals, and loss of water
(as in all tissues of the body, the brain’s water content
decreases with age). Shrinkage of cell bodies seems to
occur especially after 80 years. While the exact distribu-
tion of age-related cortical thinning (that is, gray matter
loss) differs somewhat among studies, two findings
appear to be consistent: first, the distribution is patchy
with regions with marked thinning alternating with
regions with no thinning, and second, alterations are
most marked the prefrontal cortex.

There is good evidence from animal studies that
many synapses are lost during aging.' For example, in
the prefrontal cortex of old monkeys, there are on
average 30% fewer synapses in some cortical layers
than in young individuals. Further, there is a clear
correlation between the magnitude of the synaptic loss
and degree of cognitive decline in the old monkeys.
Interestingly, the loss is particularly marked in layers 1,
2, and 3, giving off and receiving the bulk of corticocor-
tical (association) connections. Corresponding to the

1 Whether corresponding age-dependent loss of synapses occur in the human
cortex is not clear, however, owing to conflicting data from studies using com-
parable methods.



anatomic data, spontaneous excitatory postsynaptic
potentials were reduced in the same layers in aged mon-
keys, suggesting reduced excitability of cortical neurons
with aging.

Age-dependent loss of white matter of the cerebral
hemispheres occurs in humans and in experimental ani-
mals. This appears to be due to loss of (mostly thin)
myelinated fibers and alterations of myelin structure,
presumably leading to degraded corticocortical connec-
tivity. Corticocortical connections that link the prefron-
tal cortex with parietal and temporal cortical areas are of
special importance for cognitive functions. Accordingly,
neuropsychological tests of cognitive functions suggest a
relationship between loss of white matter—especially in
the frontal lobes—and cognitive decline.

In conclusion, it seems that the aging cortex is
characterized by loss of synaptic contacts and cortico-
cortical connectivity, affecting the prefrontal cortex to a
larger degree than other parts of the brain. These altera-
tions would be expected to slow down communication
among cortical neurons, and might help to explain the
typical slowing of mental processes in elderly people.

How Much Does the Brain Shrink during Aging?

A large study comparing average brain weights at 25
and 80 years of age found 1400 and 1300 g for men
respectively, and 1250 and 1150 g for women. Thus, it
would appear that the brain is on average some less
than 10% lighter at age 80 than at age 25. For method-
ological reasons, this is probably an underestimate, and
in vivo MRI studies indicate a volume loss of 20% to
30% from adolescence to 80 years of age. However, the
shrinkage is not evenly distributed in the brain. A lon-
gitudinal study with MRI scanning of each person with
an interval of 5 years suggested that the most marked
cortical shrinkage affects association areas in the fron-
tal, parietal, and temporal lobes. Marked shrinkage
affected also the cerebellar hemispheres, the hippocam-
pus, and the caudate nucleus. Other longitudinal studies
have come to largely the same conclusions (although
there are differences with regard to specific regions).

Neurotransmitters and Receptors

Reduced age-related levels of several neurotransmitters
and their receptors—including glutamate, acetylcholine,
dopamine, and norepinephrine—have been reported.
However, most of these findings are difficult to evalu-
ate with regard to their contributions to decline of
brain functions. For example, alterations of glutamate
transmission in prefrontal cortex might simply be the
result of loss of excitatory synapses. In other instances,
changes in transmitters and receptors may be the result
of compensatory mechanisms rather than the cause of
functional deficits. Further, compensatory changes of
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other transmitter systems may prevent that a small
change in density of a certain receptor causes a loss of
function.

Recently, age-related change of dopamine receptors
has attracted special interest. Dopamine plays a role in
regulating attention (among other actions), and loss of
dopaminergic receptors—especially in the prefrontal
cortex—has been suggested to contribute to the cogni-
tive deficits observed in the elderly. Loss of dopamine
receptors probably reduces the signal-to-noise ratio for
cortical neurons, making them less specific and more
prone to erroneous responses. Indeed, PET studies have
shown a relationship among density of dopamine recep-
tors, cognition, and age. However, we do not know
whether reduced dopamine transmission is a major
factor in cognitive aging.

Why Is Psychomotor Speed Reduced in the Elderly?

Most likely, the reduction in psychomotor speed mainly
reflects longer time needed for signal transfer and
information processing in the old brain, caused by
slower axonal conduction in myelinated fibers and loss
of excitatory synapses. A reduced number of excitatory
synapses on a neuron would prolong the time needed to
reach the threshold for eliciting action potentials.
Reduced amounts of available neurotransmitters and
receptors would have the same effect. Such alterations
might also explain that the reaction time is longer in
older than in younger persons.

Memory Impairment in the Elderly

Solid evidence links age-dependent memory loss to
changes in specific areas of the brain. Studies of aged rats
indicate that their memory impairments are due to ana-
tomic and physiological changes in the hippocampal
region. The hippocampus and surrounding parts of the
temporal lobe are necessary for the storage and retrieval
of events, faces, names, and so forth (see Chapter 32). The
changes occurring in the hippocampus are quite specific
and affect only certain kinds of neurons and synapses.
Some changes are presumably caused by compensatory
mechanisms. For example, one kind of neuron receives
fewer synapses, but each nerve terminal releases more
transmitter. Long-term potentiation (LTP) is more diffi-
cult to produce and does not last as long in aged rats as in
young ones. The memory impairment in aged monkeys
has the same characteristics as in young monkeys after
removal of the medial temporal lobe. Thus, it seems likely
that age-dependent loss of recent memory is caused pri-
marily by specific changes in the hippocampus and sur-
rounding parts of the medial temporal lobe. In addition,
changes of the dorsolateral parts of the prefrontal cortex
are associated with reduced working memory (the ability
to hold a number of items temporarily in memory).
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Loss of Peripheral Sensory Receptors with Age

For everyday problems of the elderly, changes in the
CNS may be less important than loss of sensory cells
and neurons of the peripheral sensory organs. These
losses are of sight and hearing in particular, but joint
sense and sense of equilibrium also deteriorate with
advancing age. For example, animal experiments show
that muscle stretch receptors (muscle spindles) lose
dynamic sensitivity. This might result in slower reflex
responses to unexpected, sudden movements of the
limbs. In general, thick myelinated, fast conducting
fibers are more vulnerable during aging than thin fibers.
Especially, impaired proprioception and cutaneous
sensation in the lower extremities may contribute to
increased risk of falling among the elderly.

Transmission of sensory signals at lower levels of the
CNS is serial—that is, the different links in the chain
are coupled one after another (see Fig. 14.1). If one link
is completely broken, all transmission stops, and the
brain cannot compensate for the loss of sensory infor-
mation. This contrasts with the high degree of parallel
processing taking place at higher levels, particularly in
the cerebral cortex.

Dizziness and Loss of Vestibular Receptors

Studies of eye movements show that the vestibuloocu-
lar reflex (VOR) is less accurate in persons older than
the age 75 than in younger persons. This reflex ensures
that the gaze is kept fixed at one point in the environ-
ment when the head rotates (to keep the retinal image
stable). Further, optokinetic eye movements become
more sluggish in old age. Such eye movements are elic-
ited when the environment moves—for example, when
looking out of a car—so that the gaze is kept fixed.
Suppression of the VOR, which is necessary when the
head rotates in the same direction as the visual scene, is
also impaired in many elderly persons. All these changes
may cause difficulties with vision and orientation while
moving, especially if the movement is rapid. This may
be an important factor in the dizziness bothering many
elderly people. At the cellular level, a major cause of
impaired equilibrium and eye movements may be loss
of sensory cells in the vestibular apparatus. A 40% loss
has been reported in persons 75 years of age.

Plasticity May Compensate for Age-Dependent Losses

As we grow older, potentially harmful changes occur in
the brain, as discussed in the preceding text. Yet, most
elderly people manage remarkably well and show only
minor functional deficits, which often become apparent
only in situations with high demands. As said by Denise
Park and Patricia Reuter-Lorenz (2008, p. 183): “The
puzzle for cognitive neuroscientists is not so much in

explaining age-related decline, but rather in under-
standing the high level of cognitive success that can be
maintained by older adults in the face of such signifi-
cant neurobiological changes.” There is now much
evidence that this seeming paradox arises because the
nervous system remains plastic throughout life (even
though the plasticity decreases with advancing age).
Thus, even in old age we can learn and thereby upheld
functions that are threatened by loss of neuronal ele-
ments. Probably, this process is not principally different
from what takes place at any age when the brain is
challenged—Dbe it by damage or disease, need for new
skills, or novel environments.

Interestingly, brain-imaging studies show that elderly
and young people have different patterns of cortical
activation during cognitive tasks, even when perfor-
mance is equal. In particular, processes that are strongly
lateralized in the young are more evenly divided between
the two hemispheres in the elderly (Fig. 10.1). Much
evidence supports that this activation pattern in the
elderly is a sign of functional compensation rather than
of faulty processing. For example, the tendency to use
both hemispheres is associated with higher performance
compared with other elderly persons using mainly one
hemisphere. Elderly persons show less hippocampal
activation than young people on certain memory tests,
presumably because of age-related alterations in the
hippocampal region. Among the elderly, those showing
increased prefrontal activation (compared with young
persons and age-matched controls) performed better on
memory tests than those with less prefrontal activation.
This suggests that increased prefrontal activation in the

Young o

Prefrontal activation during a
demanding cognitive task

10.1 Altered brain activation patterns in the elderly.
Comparisons with functional MRI of young and elderly people (older
than 65 years) during execution of various cognitive tasks shows
clear differences. This figure shows (in a very simplified form) that
during a demanding verb-generation task, elderly persons activate the
prefrontal cortex on both sides, whereas young people activate only
one side (differences are apparent also in other parts of the brain).
This extra activation most likely is due to compensatory (plastic) pro-
cesses. It would mean that elderly people, while solving the task as
well as young people, must allocate more resources to the task.

FIGURI



elderly compensates for reduced performance of the
hippocampal region. Disrupting cortical processing by
transcranial magnetic stimulation (TMS) supports that
the bilateral frontal activation in the elderly is of func-
tional significance. Thus, in the young, TMS of the left
prefrontal region influenced memory performance most
severely, while in older adults application to either the
left or the right hemisphere reduced their performance
equally. Also for successful motor performance, larger
parts of the cortex and the cerebellum are recruited in
elderly than in young persons.

Together, these and other observations strongly sug-
gest that plastic changes occur in the aging brain, and
that they counteract the detrimental effects of age-related
loss of neural elements.

The Benefit of Experience

Normal aging does not affect everyday activities signifi-
cantly. Indeed, it appears that all activities (motor or
intellectual) that have become highly automated by long
practice are quite resistant to age-dependent decline.
Both speed and precision can then be maintained into
advancing age. We need only think of musicians, such
as Rubinstein and Horowitz, performing with excel-
lence after 80. Preserved superior spatial memory in old
taxi drivers provides another example of the effect of
experience. Further, a study comparing young and old
bridge and chess players concluded that there was no
clear age-related decline in performance, with prior
experience being more important than the player’s age.
A generally reduced short-term memory in the older
players is presumably compensated by superior card
recognition and specific memory for cards. Thus, old
experienced players remembered more cards after a
1-second exposure than young untrained ones did, and
this difference persisted even if the younger players
were given more time. Another example of the benefi-
cial effect of experience comes from a study comparing
old and young bank employees. Although the older
employees scored on average less on reasoning tests
than the younger ones did, this did not correlate with
poorer job performance. In conclusion, specific experi-
ence and continuous training appears to be more impor-
tant for performance than normal age-related reductions
in cognitive functions.

Presumably, continuous use of neural systems makes
them more resistant to age-related impairment. One
reason may be that more neurons are included in task-
specific networks.” This might make the networks more
robust and less vulnerable to a loss of synapses and

2 London taxi drivers were found to have larger hippocampi than controls,
and the difference increased with increasing experience (Maguire et al. 2000).
Presumably, this represents a learning effect caused by their long-term engage-
ment in spatial navigation.
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other elements. Further, age-related changes may be
slowed by use-dependent production of growth factors
and neurotrophins. Finally, by continuously challenging
the systems, compensation by recruiting additional neu-
ronal groups would counteract the inevitable negative
effects of aging on the brain.

Physical Exercise May Protect the Aging Brain

There is evidence from both experimental animals and
humans that physical training (especially cardiovascu-
lar conditioning) can improve cognition. This has also
been examined specifically with regard to the aging
population. For example, a study including more than
5000 women older than 65 years showed that those
with the highest level of physical activity were less likely
to develop cognitive decline during the next 6 to 8 years.
Other studies indicate that aerobic capacity—as
expressed in maximal oxygen uptake—is the factor
most clearly linked with beneficial effects on cognitive
functions. Especially executive cognitive processes—
such as planning, task coordination, and working mem-
ory—seem to benefit from aerobic training. Increased
production of BDNF (brain derived neurotrophic
factor)—known to enhance neuronal plasticity—may
mediate some of the effects of physical training on the
brain.

NEURODEGENERATIVE DISEASES AND DEMENTIA

Dementia

Dementia can be defined as an acquired, global impair-
ment of intellect, reason, and personality, but without
impairment of consciousness. It is uncommon before the
age of 60 but occurs with increasing frequency, especially
after the age of 75. One-third of people older than
835 years of age may exhibit signs of dementia; although
with varying severity. Dementia can have different causes,
but all cases share extensive damage to neurons and con-
nections of the cerebral cortex. One cause of dementia is
loss of brain tissue due to ischemic brain lesions. Usually,
the patient has suffered from repeated small infarctions
of the white matter, causing vascular cognitive impair-
ment (VCI).” Dementia can also be caused by intoxica-
tions (alcohol, solvents, and carbon monoxide), large
tumors, or infections (for example, HIV).
Neurodegenerative diseases leading to progressive
neuronal loss, however, cause most cases of dementia.
Most people in the latter group have Alzheimer’s dis-
ease (AD). This disease was described just after 1900 as

3 Vascular cognitive impairment was formerly termed vascular dementia, and
that term is still widely used. Cerebrovascular lesions may be the main cause in
as many as 15% of all patients with dementia.
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a distinct kind of dementia, which characteristically
developed before the age of 60 (presenile dementia).
Around 1970 it was realized, however, that the major-
ity of cases of dementia beginning after age 60 also are
of the Alzheimer kind. Despite all the research since
then, so far, no one theory can explain the complex
biochemical and pathological aspects of this devastat-
ing disease. Frontotemporal dementia (FTD) is less
common than Alzheimer’s disease and affects different
parts of the cerebral cortex. This explains why the
symptoms differ in these two forms of dementia. In
many patients, multiple cerebrovascular lesions may
coexist with Alzheimer pathology, aggravating the
cognitive deficits (mixed type dementia).

Common Molecular Mechanisms in
Neurodegenerative Diseases

Alzheimer’s disease, Parkinson’s disease, Huntington’s
disease, amyotrophic lateral sclerosis (ALS), and other
neurodegenerative diseases have in common that neu-
rons slowly die in a long period preceding the debut of
neurologic symptoms. These diseases affect different
parts of the nervous system, occur in different age
groups, and show different heritability. They therefore
present as separate disease entities. They may neverthe-
less share basic cellular malfunctions that eventually
cause neuronal death. One common finding is that neu-
rons accumulate large amounts of misfolded proteins,
which thereby induce cytotoxicity. Various factors,
such as gene mutations, environmental influences, and
aging may induce misfolding of proteins. Most likely, a
modest amount of misfolded proteins occurs normally,
and cellular processes are disturbed only when the
amount of misfolded proteins exceeds the cell’s capac-
ity to remove them. Disturbed cellular processes com-
prise transcription, energy handling, axonal transport,
synaptic function, and apoptosis. Apparently, different
mutations can produce similar clinical pictures, the
crucial point being which neuronal populations are
affected. Thus, dementia will ensue if sufficient num-
bers of neurons in certain parts of the cerebral cortex
die, regardless of the cause of cellular death.
Neurodegenerative diseases are characterized by clumps
of misfolded proteins—inclusion bodies—in the neu-
ronal cytoplasm. Most likely, damaging effects of the
misfolded proteins is exerted before they are collected
in clumps, with the latter representing just the end stage
in a cascade of molecular events.

Alzheimer’s Disease

There is now little doubt that Alzheimer’s disease (AD)
represents a distinct disease entity, not just an exagger-
ated form of normal aging. The disease manifests itself
by gradual decline of mental functions. Impaired recent

memory is an early sign: the person forgets appoint-
ments and names, repeats questions, and may appear
confused and helpless. There is typically a loss of inter-
est and initiative, and a neglect of daily activities. Initial
symptoms are usually vague and hard to distinguish
from normal aging. In some patients, the early signs of
dementia may be misdiagnosed as depression. If such
patients receive antidepressant drugs, their condition
can deteriorate dramatically with confusion, loss of
bladder control, and other symptoms. This may proba-
bly be explained, at least in part, by the anticholinergic
effect of such drugs.

Microscopically, senile plaques and neurofibrillary
tangles in the cerebral cortex characterize AD. The lat-
ter consist of thickened, intraneuronal fibrils. The senile
plaques are patchy, degenerative changes with extracel-
lular deposits of amyloid and other proteins, in which
amyloid B-protein (AB) is a major component. The
plaques also contain many abnormal axon terminals.
AP is formed from a large membrane protein called
amyloid precursor protein (APP). We do not know the
function of APP, but it is present normally in most neu-
rons and is transported anterogradely in the axons to
the terminals. AB is normally secreted from neurons,
and we do not know why it precipitates in AD. The
neurofibrillary tangles consist of a specific kind of fila-
ment (paired helical filaments; PHF). A major component
of PHF is an abnormal kind of the microtubule-associated
protein tau. The protein lacks its normal ability to
attach to microtubules, however, and this may explain
why tau aggregates as abnormal filaments.

There is a marked loss of synapses in AD, as shown
via electron microscopic observations. Most notable
are losses in the layers two and three of the cerebral
cortex (see Fig. 33.1) that send out and receive associa-
tion connections. Figure 10.2 shows the typical distri-
bution of early changes in the form of cortical atrophy.
The pathologic changes are more severe in the associa-
tion areas of the frontal and temporal lobes than in the
primary sensory and motor areas. The earliest changes
appear to occur regularly in the entorhinal cortex (part
of the hippocampal region in the medial temporal lobe).
It appears that severity of dementia shows a closer cor-
relation with the degree of synaptic loss than with the
density of senile plaques and neurofibrillary tangles.
What causes the cell loss (and loss of synapses) is not
quite clear, although both AB and tau are involved in
the process. Neither is the relationship between these
two actors clear. The so-called amyloid-cascade hypoth-
esis implies that overproduction of Af leads to amyloid
precipitation that induces formation of neurofibrillary
tangles, which then cause neuronal death.

Alzheimer patients have a severe neuronal loss in a dif-
fusely distributed cell group at the base of the cerebral hemi-
spheres, called the basal nucleus (of Meynert) (Fig. 10.3).
Many neurons in this nucleus are cholinergic and send
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FIGURE 10.2 The distribution of cortical atrophy in early stages of
Alzheimer’s disease. The blue patches show approximate locations of
regions with the most marked thinning of the cortex, based on quan-
titative analysis of MRI data. More extensive parts of the cortex
become atrophic as the disease progresses. (Based on data of
Dickerson et al. 2009.)

their axons to the cerebral cortex (see Chapter 31, under
“Cholinergic Neurons Projecting to the Cerebral Cortex™).
Loss of neurons in the basal nucleus may therefore explain
why Alzheimer patients have severely reduced amounts
of acetylcholine in the cortex. Acetylcholine raises the

Internal capsule
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FIGURE 10.3  The basal nucleus (of Meynert). Frontal section
through the left hemisphere (monkey). The cholinergic neurons
of the basal nucleus are indicated with red dots. The basal
nucleus is continuous anteriorly with the septal nuclei and
other cholinergic cell groups of the forebrain. (Redrawn from
Richardson and DeLong 1988.)
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excitability and improves the signal-to-noise ratio of corti-
cal neurons, enhancing their ability to handle information
rapidly and accurately. These facts form the basis of the
first pharmacological treatment of AD, which aimed at
increasing the amount of acetylcholine available in the
cerebral cortex.

The relationship between the loss of basal nucleus
neurons and the pathological changes in the cerebral
cortex is not clear, however. Thus, not all aspects of the
functional impairment in AD can be induced by destruc-
tion of the basal nucleus in experimental animals.
Further, transmitters other than acetylcholine are also
affected by AD. Many monoaminergic neurons die in
the locus coeruleus and the raphe nuclei, which may
explain why the levels of norepinephrine and serotonin
in the cortex are markedly reduced. Depleting the cere-
bral cortex of acetylcholine, norepinephrine, or sero-
tonin (rats) triggers a rapid rise of APP synthesis. Such
transmitter depletion can be produced by destroying
the basal nucleus, the raphe nuclei, or the locus coer-
uleus. These findings suggest, first, that APP synthesis is
normally controlled by synaptic actions and, second,
that precipitation of amyloid might be caused by loss of
transmitter actions.

Even though patients with AD are quite similar with
regard to brain pathology and clinical manifestations,
they differ in terms of causal factors. Heritability plays
a variable role but is especially important in patients
with an early onset of symptoms (before 60 years).
Many in the latter group inherit the disease dominantly.
These patients have mutations of three genes: two genes
coding for presenilins (1 and 2) and the APP gene. All
three mutations increase A synthesis. The much more
common late-onset AD shows less obvious familial
accumulation of cases. A large number of genes have
been implicated as possible risk factors, however.
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For example, persons with the ApoE4 gene (coding for
a apolipoprotein) run a much higher risk of AD than do
persons with genes for another variety of apolipopro-
tein. Apolipoproteins normally transport cholesterol in
the blood. ApoE4, however, also binds to amyloid
B-protein and is present in senile plaques and neurofi-
brillary tangles. Therefore, it may facilitate the precipi-
tation of amyloid.

Frontotemporal Dementia

Perhaps as many of 15% of all patients with dementia
have frontotemporal dementia (FTD), formerly called

Pick’s disease. It can be distinguished from AD by the
distribution of degenerative changes, which affect
primarily frontal and temporal parts of the cerebral
cortex. Further, the initial symptoms are behavioral
aberrations, typical for lesions of the affected regions,
rather than loss of memory (patients with FTD are
often misdiagnosed as suffering from a psychiatric dis-
ease). Both FTD and AD, however, are associated with
abnormal phosphorylation of the microtubule-associated
protein tau.
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Brain Damage

OVERVIEW

Whatever the nature of the insult, brain damage ulti-
mately leads to loss of neurons and their interconnec-
tions. Although new neurons are produced in limited
parts of the adult brain, there is no effective replace-
ment of lost neurons after brain damage. Reduced or
abolished blood supply—ischemia—initiates a cascade
of cellular events ending in cell death. Excessive release
of glutamate and ensuing excitation appear to be crucial
steps in a vicious cycle. In a region with focal ischemia
(e.g., caused by occlusion of an artery) there is central
zone where all cells will die and a peripheral zone—the
penumbra—with diminished supply, in which neurons
may silenced but do not die. They may be rescued if
circulation is restored within a certain time (e.g., by
thrombolytic drugs or reduction in edema).

The nervous system retains its plasticity throughout
life, and this property is a prerequisite for recovery
of function after damage of nervous tissue. Yet what
changes do occur in the brain when a patient recovers
functions after a stroke or other acute brain insults?
Judging from animal experiments and brain imaging
studies of human stroke patients, recovery is due to a
learning process in which remaining parts of the brain
are modified. We call this process substitution. The
modification is driven by continuous efforts to perform
tasks that were made difficult or impossible by the brain
damage. Crucial factors determining the degree of prog-
ress are motivation, focused attention, and amount of
training. Stroke patients who have recovered activate
much larger parts of the cortex than normal persons
when performing simple movements. In addition, plas-
tic changes may be compensatory, in the sense that they
do not restore the lost function but reduces disturbing
symptoms or enable goal attainment by other means
than those enabled by the damaged parts of the brain.

Infants with early brain damage may in some cases
recover remarkably well, especially if lesions (even very
large ones) are confined to one hemisphere. In other
instances, with bilateral or lesions affecting deeper parts
of the brain (basal ganglia, brain stem), complex func-
tional impairments become stable and may even worsen
during the first years of life. This may at least partly

Restitution of Function after

be due to a disturbance of ongoing developmental
processes.

BRAIN INJURIES AND POSSIBLE REPARATIVE
PROCESSES

Ischemic Cell Damage

Abolished or reduced blood supply to an organ is called
ischemia. Regardless of cause, even a few minutes of
severe brain ischemia can produce massive neuronal
death, but, surprisingly, the neurons often do not die
until several hours after the ischemic episode. This is so
because the lack of oxygen (hypoxia) and glucose trig-
gers a cascade of events, in which each step takes some
time but results eventually in neuronal death. Although
many factors are implied, glutamate and glutamate
receptors are under particularly strong suspicion as the
main villains of this drama. Thus, ischemia leads to
excessive release of glutamate (see later, “The Glutamate
Hypothesis,” and Chapter 5, under “NMDA Receptors:
Mediators of Both Learning and Neuronal Damage”).
In an ischemic region, whether it is due to edema, bleed-
ing (e.g., after head injuries), or vascular occlusion,
there is usually a central zone where the ischemia is
so severe that all neurons die.' Outside this region,
however, there is a zone—the penumbra (from Latin
paene = almost, and umbra = shadow)—characterized
by neurons that are nonfunctional (unexcitable) but
still viable.

The discovery of the delay between an ischemic epi-
sode and irreversible cell damage initiated an enormous
research activity to find drugs that prevent or reduce
the brain damage. In clinical situations, focal ischemia
due to occlusion of a brain artery by thrombosis or
embolus is more common than global ischemia (shut-
ting down the blood supply to the whole brain, as can
occur in cardiac arrest). In cases of focal ischemia hopes
were raised to reduce the size of the brain infarct by

1 Cell death in the central region completely devoid of blood supply is due to
necrosis, as judged from the electron microscopic appearance. There is some
evidence that apoptosis may cause cell death in the penumbra.
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keeping neurons in the penumbra alive until the circula-
tion improves (improvement may occur spontaneously
or by use of thrombolytic drugs that dissolve the vascular
obstruction). So far, however, the results with glutamate-
receptor blockers (especially of the N-methyl-p-aspartate
[NMDA] receptor) have been disappointing in humans
in spite of convincing results in animal experiments.
One problem has been intolerable side effects with the
doses that are necessary to obtain protection. This
might not be surprising considering that glutamatergic
transmission participates in virtually every neuronal
network. Another reason for the failure of numerous
attempts to achieve neuroprotection after stroke may
be that although the activation of NMDA receptors
undoubtedly is harmful in the early stages of a stroke, it
may be necessary for recovery in the delayed phase.
Further, it appears that the cellular events evolving in
the penumbra are much more complex than assumed—
with regard to both the number of substances involved
and the temporal profile of cellular changes.

Excessive release of glutamate cannot readily explain
all aspects of ischemic cell death, however. For exam-
ple, after global ischemia, the cell death is not diffusely
distributed. Especially vulnerable are the neurons in the
CA1 field of the hippocampus (see Fig. 32.10). Regional
differences in glutamate release or glutamate receptors
are probably not the reason. More likely explanations
concern differences among regions regarding the pres-
ence and regulation of neurotrophic factors.

The Glutamate Hypothesis of Ischemic Cell Damage

According to the glutamate hypothesis, the sequence of
events after a temporary stop of blood flow may be as
follows (Fig. 11.1):

1. The loss of energy supply rapidly reduces the
activity of the sodium—potassium pump, leading to
(among other things)

2. Increased extracellular K* concentration that
depolarizes the neurons so they fire bursts of action
potentials, which leads to

3. Steadily worsening imbalances of ion concentra-
tions across the cell membrane that make the neuron
incapable of firing action potentials (electrically silent),
while at the same time

4. The extracellular glutamate concentration rises
steeply (because, among other things, the ionic imbal-
ances reverse the pumping of glutamate by high-affinity
transporters), leading to

5. Enormous activation of glutamate receptors,
among them NMDA receptors; this in turn is believed
to induce

6. Cell damage, probably because of an uncontrolled
rise in intracellular Ca®* concentration. This may harm
the cell in various ways, for example, by activating
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FIGURE 11.1 Sequence of cellular changes after focal ischemia leading
to cell death (bypothetical). (Based on Samdani et al. 1997.)

enzymes that degrade proteins and nucleic acids and by
activating nitric oxide (NO) synthases that leads to pro-
duction of free radicals. In turn this destroys other vital
enzymes.

7. Before the strong inflow of calcium there is an
inflow of Na" accompanied by CI" and water, which
causes neurons and glia to swell.

That NMDA receptors are involved in ischemic cell
death is indirectly supported by animal experiments
involving NMDA-receptor blockers. If such drugs are
given even a few hours after an ischemic episode, they
reduce or prevent the cell damage. Also, blockers of
AMPA receptors provide protection against ischemic
cell death in such experiments.

Neurogenesis: Production of New Neurons in the
Adult Brain

In adult mammals, new neurons are produced continu-
ously in parts of the subventricular zone and the dentate
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gyrus of the hippocampal formation (see Fig. 32.10).
The neurons produced in the subventricular zone
migrate into the olfactory bulb (claims that some also
populate the cerebral cortex have not been substanti-
ated). Although only a minority of the newly formed
neurons appears to survive, some are incorporated into
existing networks. The finding that the number of
surviving neurons is use-dependent further strengthens
the assumption that the new neurons are of functional
significance. Neurogenesis thus seems to represent an
additional but spatially restricted form of plasticity,
supplementing the ubiquitous synaptic plasticity discussed
earlier in this book. It remains to be determined, however,
how much and in what way neurogenesis contributes to
the role of hippocampus in memory formation.

Nevertheless, adult neurogenesis has attracted much
interest and raised hopes that it may be induced in
regions with neuronal loss due to injury or disease.
Indeed, increased neurogenesis occurred in the subven-
tricular zone after ischemic brain injury in rats, and
some neurons were incorporated in adjacent parts of the
striatum. The clinical relevance of such observations is
not yet known, however.

Why Is Neurogenesis and Regeneration So Restricted in
the Human Brain?

Because neurogenesis—contrary to earlier beliefs—does
occur in adult mammals, one may ask why it is so limited
in distribution. Thus, in reptiles and birds neurogenesis
occurs in large parts of the nervous system. One reason
may be that new neurons might be disturbing rather than
beneficial if not properly integrated with existing net-
works, and that the increasing complexity of the mam-
malian brain has rendered successful integration of new
neurons less likely. Mutations that diminished neurogen-
esis may therefore have given an evolutionary advantage.
The situation in the dentate gyrus may be special because
of its specific role in memory acquisition—perhaps
“ordinary” synaptic changes are insufficient or less
efficacious than addition of new neurons.

Further, it is probably not coincidental that the mature
CNS produces substances that inhibit axonal growth (such
substances are not present during early development). An
uncontrolled axonal growth in the mature brain might
cause harm rather than help restitution. Correspondingly,
although supply of growth promoting factors after brain
damage might rescue sick neurons and promote axonal
growth, it might also be expected to disturb the connec-
tions and functions of the healthy neurons.

Axonal Regeneration in the CNS—Hope for Spinal
Cord Repair?

Why do severed axons regenerate in the peripheral ner-
vous system but not in the CNS? This question, puzzling

neuroscientists for a century, has recently been answered
at least partly. Thus, in the adult brain, the growth cone
of an axon trying to regenerate quickly collapses due to
the presence of inhibitory substances. Among several
such substances, myelin-associated proteins produced
by oligodendroglia have been most thoroughly studied.
The proteins bind to receptors in the membrane of the
growth cone and activate intracellular pathways that
quickly down-regulate protein synthesis. In addition,
scar formation at the site of injury also inhibits axonal
regeneration.

Central axons may regenerate under certain condi-
tions, however. Thus, the proximal stump of a cut
central axon can grow into a piece of peripheral nerve
if it contains viable Schwann cells. Indeed, growth of
central axons for several centimeters has been demon-
strated in nerve transplants in experimental animals.
Another special kind of glial cell—olfactory ensheathing
cells (OECs)—can also induce growth of central axons
and has been subject to clinical trials. These cells cover
the olfactory-receptor cell axons that extend from the
nasal mucosa to the olfactory bulb. Interestingly, the
olfactory receptor cells are renewed throughout life, and
the OECs provide a permissive environment enabling
the axons to grow into the CNS. Local supply of
substances that block the growth-inhibiting proteins
combined with transplantation of OECs is now used
experimentally in patients with transverse lesions of the
cord in the hope of inducing axonal regeneration across
the lesion. So far, however—in spite of positive results
in experimental animals—such procedures have not
provided convincing functional improvement in patients.
Animal studies (rodents) suggest that a combination of
regeneration-promoting local measures and active reha-
bilitation might give the best results.

Collateral Sprouting Can Aid Restitution

Neurons that have lost their afferents may be supplied
with new ones from normal axons in the vicinity. This
is called collateral sprouting. After cutting afferent
axons to a neuronal group (deafferentation), the axons
degenerate and glial cells remove their nerve terminals.
In a relatively short time, however, new nerve terminals
fill the vacant synaptic sites. This probably occurs
because a trophic substance becomes available from the
deafferented neurons. The trophic substance stimulates
nearby normal axons to send out sprouts. Obviously,
collateral sprouting can only act locally in restoration
of neuronal activity. There is no evidence that it can
restore connections between more distant cell groups.
Nor do all systems seem to exhibit collateral sprouting.
Neither can collateral sprouting restore the original
pattern of innervation because the neurons responsible
for that pattern are gone. Thus, there will always be a
loss of specificity of connections, compared with the
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normal situation. Indeed, restitution of function seen
after brain damage usually entails a loss of precision;
for example, recovery of movement force is usually
better than recovery of the ability to carry out delicate
movements.

Although collateral sprouting probably aids recovery
in many situations, it may not always be beneficial. For
example, after a stroke that damages the motor path-
ways descending from the cerebral cortex, axon collat-
erals from sensory neurons may fill the vacant synaptic
sites on motor neurons in the cord. This would not help
to improve the voluntary control of the muscles but
might, rather, contribute to the abnormally increased
reactivity of the muscles to sensory stimuli that is char-
acteristic of such cases (as in spasticity).

Can We Help Restitution by Neurotrophic Factors,
Drugs, or Transplantation@

The well-established effects of neurotrophins and
growth factors on plasticity and neuronal survival raise
the question of whether they can be used therapeuti-
cally. Thus, one might expect that raising the level of
such substances in the damaged brain might rescue neu-
rons and stimulate the plastic changes necessary for res-
titution. The application in the CNS of such substances
meets difficulties, however. Because they are proteins,
the substances do not pass the blood-brain barrier
readily, and even if they are delivered directly into the
cerebrospinal fluid, their tissue penetration is restricted.
Also, long-term supply of proteins to the brain may
have uncontrollable actions and perhaps dangerous
side effects. Therefore, the hope is to develop drugs that
can stimulate the synthesis of specific neurotrophic fac-
tors in the brain itself or to improve their penetration of
the blood-brain barrier.

Drugs that increase brain levels of monoamines
(e.g., amphetamine) help recovery after brain lesions in
experimental animals, apparently by increasing plastic-
ity. From a theoretical point of view, it seems likely that
the same would apply to humans. Indeed, some studies
suggest that amphetamine speeds up recovery in stroke
patients. Presumably, the effect would be best when
combined with function-specific training.

Another means of helping restitution might be to replace
lost neurons by transplantation of neural precursor cells—
neuroblasts—into damaged regions. Embryonic neurons
can still send out axons, provided the embryo is so young
that the neuroblasts have not yet sent out axons. Besides
numerous animal experiments, this approach has been
tried in a limited number of patients with Parkinson’s dis-
ease, giving promising results. Animal experiments show
convincingly that neuroblasts can survive and send out
axons after transplantation to an adult brain. If they are
transplanted to a site where the adult neurons have been
destroyed, the axons may even reach the normal targets of

the destroyed neurons. Functional restoration has also
been demonstrated in some studies. Embryonic neuro-
blasts are obviously not affected by the myelin-associated
factors that normally inhibit axonal growth in the mature
CNS.

Many problems complicate the transplantations of
embryonic tissue, however. One is the ethical issue of
using brains of early abortions for therapy. Neuroblasts
grown in culture may replace embryonic cells, however.
Such cells may also be genetically modified to, for
example, improve survival in the host. Other problems
with neural transplantations are technical, such as the
necessity for growth over long distances in the human
brain (as compared with the rat) and survival of a suf-
ficient number of neuroblasts. The chances of success
are best with restoring diffusely organized, fairly short
connections, whereas chances are presumably remote
with precisely organized, long-ranging connections in
the human brain.

BRAIN PROCESSES UNDERLYING RECOVERY
OF FUNCTION

Substitution and Compensation

Differentiated neurons are unable to divide mitotically,
and the brain does not possess a store of undifferenti-
ated neurons that can multiply and replace lost ones
(with some possible exceptions, as discussed earlier).
Thus, as a rule, dead neurons are not replaced. We also
know that cut axons do not regenerate in the CNS (the
latter in contrast to the peripheral nervous system).
Therefore, a reparative process in which the damaged
structures regenerate or are replaced by new ones can-
not explain the recovery of function after brain damage.
Rather, recovery must be due to changes among the
remaining undamaged neurons and glial cells. Indeed,
there is much evidence to suggest that neural circuits
reorganize to adapt to a novel situation. We discuss two
kinds of adaptation next, both of which can probably
best be regarded as learning processes.

In one type of adaptation—which we call substitution—
intact neuronal groups take over and substitute for the
damaged parts. The neuronal groups responsible for the
substitution normally carry out tasks similar to those of
the damaged ones. Thus, after a stroke destroys the cell
groups that are responsible for initiating certain kinds
of movement, the cells responsible for other kinds of
movements may take over to some extent. For example,
other cortical areas may partially substitute for func-
tions lost when a lesion destroys the primary motor cor-
tex, and neuronal groups that normally control only one
side of the body may expand their activity to the other
side as well. Substitution can seldom restore a system to
its premorbid functional level, however. After all, an
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amateur, who still has to take care of his former duties,
has replaced a specialist!

The other kind of adaptation, called compensation,
implies that any remaining structures change their nor-
mal activity to diminish disturbing symptoms produced
by the injury. This is relevant when the brain damage
not only leads to loss of functions, such as muscular
weakness or sensory loss, but also produces disturbing
phenomena such as involuntary movements or sensory
confusion. For example, unilateral destruction of the
vestibular apparatus in the inner ear initially causes
severe dizziness and disturbances of posture and eye
movements. This is due to a mismatch between the
vestibular information reaching the brain from the two
sides of the body. The symptoms usually subside quickly,
because the vestibular system compensates by altering
its sensitivity and information handling. Although this
does not normalize the sense of equilibrium, it reduces
disturbing symptoms. By substitution, the brain can
learn to rely on other sources of information to control
posture and movements. Thus, the postural adjustments
necessary for the upright position gradually improve
because visual information substitutes for vestibular.
When denied the use of vision (as in the dark), the person
becomes very unsteady.

Some patients do not recover useful function of a
body part after brain injury. To some extent goals can
still be achieved by using other movement strategies,
for example, using the (normal) left arm instead of the
paralyzed right, using a stick to keep balance, using
both hands instead of one, and so forth. Also in such
cases, the degree of success depends on a learning pro-
cess, even though the level of performance as a rule will
be severely reduced compared with the normal situation.
This may also be regarded as a form of compensation,
and should be distinguished from substitution.

Restitution after a Stroke Can Be Divided into
Two Phases

After a person has a stroke, there is usually a first phase
of rapid improvement lasting from days to weeks, fol-
lowed by a second phase of slower progress lasting
from months to years. Acute damage to neural tissue is
usually caused by head injuries with crushing of neural
tissue and bleeding or by vascular occlusion caused by
thrombosis or an embolus. Secondary changes occur in
the penumbra (the tissue surrounding the damaged
area) such as edema (tissue swelling) and disturbed
local circulation. If the edema subsides quickly and the
circulation improves in the penumbra, neurons will
regain their normal activity (compare with the transient
weakness and loss of cutaneous sensation produced by
pressure on a peripheral nerve). This is probably why
there is often a marked improvement of the patient’s
condition during the first week or two after the accident.

For example, an arm that was totally paralyzed the day
after a stroke may in a matter of days be only slightly
weaker and clumsier than before the stroke. However,
when the condition deteriorates rapidly after the initial
insult, the reason is usually that the edema worsens and
compromises the blood supply to more and more of the
brain.

Certainly, plastic changes occur shortly after an injury
(hours, days), as witnessed by animal experiments.
Thus, there is probably no sharp distinction between
the rapid and the slow phases of recovery—the nervous
system starts its adaptation to the new circumstances
immediately.

Methods to Study Neuronal Activity and Connectivity
in the Living Brain

Throughout this book, references are made to studies
using brain imaging techniques, particularly those that
enable determination of regional cerebral blood flow
(see Chapter 8, under “Regional Cerebral Blood Flow
and Neuronal Activity”). Because of the link between a
change of neuronal activity and local cerebral blood
flow, the flow of blood through specific parts of the
brain can be correlated with certain stimuli or specific
sensory, motor, or mental activities. Computer tomog-
raphy (CT) can be used to visualize the distribution of
a radioactive substance in the living brain. This method,
called positron emission tomography (PET), is based
on the use of isotopes that emit positrons. Positrons
fuse immediately with electrons, producing two gamma
rays going in opposite directions, thus permitting the
identification of their origin in the brain with the aid of
a powerful computer. PET produces images that show
the distribution of an inhaled or injected radioactively
labeled substance at a given time. By labeling substances
of biological interest, one can determine their distribu-
tion in the body. In the case of blood flow measure-
ment, radioactively labeled water is injected into the
bloodstream. Functional MRI (fMRI) is the other main
method to visualize dynamic changes in the brain. This
method is based on the fact that the magnetic proper-
ties of hemoglobin depend on whether or not it is oxy-
genated, and small differences in blood oxyhemoglobin
concentration can be detected with MRI. For unknown
reasons, the oxygen uptake of nerve cells does not
increase simultaneously with increased activity. Thus, it
appears that neurons work anaerobically during a brief
period of increased activity, despite a sufficient oxygen
supply. The glucose uptake increases, however, and so
does the blood flow. When the blood flow increases
without increased oxygen uptake, more oxygen remains
in the blood after passing the capillaries—that is, the
arteriovenous O, difference is reduced. MRI can detect
this change, and in this way the regions of increased or
reduced blood flow can be visualized. An advantage
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over PET is that the picture of blood flow changes can
be compared with the precise MRI picture of the same
person’s brain. This permits localization of blood flow
changes to anatomic structures with a spatial resolution
down to less than 2 mm.

A drawback of blood flow measurement as an indi-
cator of neuronal activity is its low time resolution
compared with the time scale for signal transmission in
the brain. In this respect, recording the electrical activ-
ity of the brain is superior. This is usually done by
placing many electrodes on the head and is called
electroencephalography (EEG, see Chapter 26, under
“Electroencephalography”). EEG has been developed
to enable study of topographic patterns of cerebral acti-
vation in relation to the performance of specific tasks,
and coherence of EEG activity in different cortical areas
suggests that the areas are functionally interconnected.

A drawback with EEG is its low spatial resolution,
which means that only a crude correlation is possible
between electrical activity and its origin in the brain.
A more recent technique, magnetic encephalography
(MEG), records the magnetic fields produced by the
electric activity of the brain. The spatial resolution is
much better than with EEG—at best, down to a few
millimeters. (For both methods, however, the spatial
resolution becomes poorer the deeper in the brain the
source of activity is located.) A further advantage with
the MEG technique is that it can be combined with
MRI. This enables precise localization of the brain areas
participating in a task, at the same time as the temporal
aspects are analyzed (such as the sequence in which
various cell groups are activated).

Electric stimulation of the brain through the skull
(transcranially) requires an intensity that causes pain,
and is therefore seldom used. With transcranial magnetic
stimulation (TMS; also termed magnetic brain stimula-
tion), however, neurons in the cerebral cortex can be
activated painlessly with a short, intense magnetic pulse
applied to the head. The magnetic field penetrates the
skull and creates an electric current in the brain, primar-
ily in the outer parts of the cerebral cortex. Magnetic
brain stimulation also enables study of how disruption
of normal activity in a specific part of the cortex affects
behavior and cognitive functions.

Connectivity in the living brain can be studied with
TMS and with diffusion-weighted imaging (DWI). TMS
has been used to study the connections between the
motor cortex and the spinal cord in healthy persons
and in persons with motor dysfunction (e.g., multiple
sclerosis). It can also be used to study whether parts of
the brain are interconnected, and in particular, whether
connectivity changes in the course of therapeutic inter-
ventions (such as rehabilitative training programs for
stroke patients). DWI (and further developments of this
method) enables visualization of major pathways in the
brain, such as connections among various cortical areas,

and between the cerebral cortex and subcortical nuclei.
The method cannot determine the polarity of connec-
tions and the spatial resolution is limited. Provided the
results are critically evaluated in conjunction with
experimental tracing data from primates, the method
gives important information.

Studies of Recovery after a Stroke in Humans

Many stroke patients have muscular weakness (pare-
ses) in the opposite side of the body as a dominating
symptom. This is called hemiplegia (hemi, half; plegia,
from Greek plegé, stroke). The symptoms are caused by
destruction (due to occlusion of an artery or a bleeding)
of motor pathways from the cerebral cortex to the brain
stem and the cord (see Fig. 22.3). Usually, the injury
occurs in the internal capsule (see Fig. 22.13) where the
descending fibers from the cerebral cortex are collected.
When such injuries cause hemiplegia, we use the term
capsular hemiplegia. Because patients with this clinical
condition are so common, and because the site of their
injury is usually well localized, they have been the sub-
jects for many studies of restitution. Some examples
elucidating mechanisms behind restitution in humans
are presented here.

Regional cerebral blood flow is closely linked with
neuronal activity. Thus, when we find altered blood
flow—using PET or fMRI brain imaging—in a specific
part of the brain after a stroke, it is taken as evidence of
altered activity caused by the stroke. One group of
patients with capsular hemiplegia was tested 3 months
after the stroke. They were then completely or substan-
tially recovered; for example, they could all perform
opposition movements with the fingers. The test was
to touch the thumb sequentially with the fingers, in a
rhythm determined by a metronome. In normal control
persons, this task is associated with increased blood
flow primarily in the opposite motor cortex (and in
subcortical motor regions like the cerebellum and the
basal ganglia). This fits with the fact that the pyramidal
tract, which is necessary for precise finger movements,
originates in the motor cortex and is crossed. The
patients differed from the controls by showing increased
activity in cortical areas that are not normally activated
in this kind of simple, routine movement, notably in
parts of the, insula, posterior parietal cortex, and cin-
gulate gyrus. In controls, these areas show increased
activity with complex movements and problem-solving
tasks that require extra attention. The regions have in
common that they send association connections to the
premotor area (PMA; see Fig. 22.10) and by this route
can influence voluntary movements. Indeed, increased
activity is also present in the premotor area. In addition,
some of the patients differed from the controls by show-
ing increased activity in motor cortical areas on the same
(ipsilateral) side as the affected hand. Such findings
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suggest that functional recovery after hemiplegia is
related to the patients learning to use larger parts of the
cerebral cortex for control of simple finger movements
than before the damage, and their using motor areas on
the same side as the pareses. A large number of studies
confirm the above findings, although the exact distribu-
tion of activation may vary somewhat among studies.
Use of transcranial magnetic stimulation (TMS) in res-
tituted stroke patients has furthermore showed that not
only are cortical activation differently distributed but
there is also evidence of altered connectivity, as assessed
in a resting situation. Further support for structural
changes during recovery comes from use of MRI-based
morphometry, suggesting that an intense rehabilitative
training program is associated with increased cortical
gray matter in the regions most activated by movements.

The involvement of larger parts of the cerebral cortex
may explain why simple, previously effortless move-
ments require so much more attention and mental
energy than before the stroke. There is evidence that
descending fibers from various cortical motor areas,
such as the primary motor cortex (MI), the supplemen-
tary motor area (SMA), and premotor area (PMA)
occupy different parts of the internal capsule. Thus,
when a capsular stroke damages the most powerful and
direct pathway from the cortex to the motor neurons—
arising in MI—other, parallel, descending pathways
may be “trained” to activate motor neurons more pow-
erfully than before the stroke.

The Contribution of the Undamaged Hemisphere
to Recovery

Although many observations suggest that the undam-
aged hemisphere participates in recovery, the responsi-
ble mechanism is not clear. In particular, results are
conflicting as to whether or not descending motor path-
ways from the undamaged hemisphere contribute—the
other possibility being actions via the lesioned hemi-
sphere and its remaining descending connections. One
should note that most studies involve a small number of
patients with somewhat differently placed lesions, mak-
ing it difficult to draw general conclusions. The weight
of evidence suggests that different mechanisms may
operate during recovery in patients with a similar func-
tional and clinical picture.

Some observations support that use of uncrossed
motor pathways contribute to recovery. For example, a
group of patients with strokes affecting the pyramidal
tract in the posterior part of the internal capsule (as
verified with MRI) had initially severe paresis of the
hand contralateral to the stroke, but they gradually
recovered the ability to perform fractionate finger
movements. In these patients, transcranial magnetic
stimulation of the motor cortex of the undamaged
hemisphere evoked movements of both hands—not just

of the contralateral hand, as in normal persons. Further,
in some recovered stroke patients, involuntary move-
ments of the unaffected fingers—mirror movements—
accompany voluntary movements of the paretic fingers.
Finally, a peculiar experiment of nature strongly sug-
gests that the undamaged hemisphere participates in
recovery in some patients. Thus, two patients with
purely motor symptoms who were in good recovery
from capsular hemiplegia suffered a second stroke in the
internal capsule of the other hemisphere. As expected,
their previously normal side now became paretic, but so
did also the recovered side. This phenomenon is diffi-
cult to explain if we do not assume that the restitution
had involved the use of motor pathways from the nor-
mal hemisphere to ipsilateral muscles.

Most patients do not exhibit mirror movements,
however, and several studies found no evidence of con-
tribution of descending pathways from the undamaged
hemisphere (e.g., with the use TMS).

Examples of Substitution from Animal Experiments

Substitution implies that neuronal groups and path-
ways that normally participate only marginally gradu-
ally take over the responsibility for the execution of a
task. Clinical recovery after brain damage resembles a
long-term learning process, involving strengthening of
specific synaptic connections by repeated use.

Some redirecting of impulse traffic can occur even
immediately after the damage, however. When the arm
region of the motor cortex in monkeys doing specific
wrist movements is cooled, the movements immediately
become slower and weaker. This is expected because
the cooling inactivates many pyramidal tract neurons.
Activity in the somatosensory cortex increases simulta-
neously, however, as if this region were prepared to
take over immediately. If the somatosensory cortex is
then also cooled, the monkey becomes paralytic and is
unable to do the movements at all. Cooling of the
somatosensory cortex alone has almost no effect on the
movements and is not accompanied by increased activ-
ity in the motor cortex. These data suggest that the
impulse traffic can be switched very rapidly from one
path to another, so that command signals for move-
ments are redirected to the somatosensory cortex. If the
motor cortex were permanently inactivated, we might
expect that establishment of new synapses would grad-
ually strengthen the new impulse routes. Further exper-
iments indicate that this is indeed what happens. After
the first link of the disynaptic pathway from the cere-
bellum to the motor cortex is severed in monkeys
(Fig. 11.2A), voluntary movements become jerky and
uncoordinated. In 2 to 3 weeks, however, most symp-
toms disappear, and movements are carried out almost
as before (Fig. 11.2B). Thus, considerable restitution has
occurred, despite permanent damage to the connections.
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If the somatosensory cortex is then destroyed, however,
the original symptoms recur with full strength (Fig. 11.2C).
After this second operation, recovery takes much lon-
ger and is incomplete. Obviously, during the first phase
of recovery, the somatosensory cortex substituted the
cerebellum regarding information to the motor cortex.
This information is presumably carried by the numer-
ous association connections from the somatosensory to
the motor cortex. This assumption is supported by the
electron microscopic demonstration of increased syn-
aptic density in the motor cortex after recovery. These
experiments thus suggest that new synapses can be
established in the adult after brain damage, even in a
neuronal group far removed from the site of injury.

Restitution Is a Learning Process

Regardless of whether long-term restitution is caused
by other neuronal groups taking over a function or by
collateral sprouting (or both), there is good reason to
believe that the improvement is a result of a learning
process, subject to the same rules that underlie learning
in an intact nervous system. All learning is likely to
involve changes in the properties of existing synapses,
formation of new ones, and removal of inappropriate
ones. Such use-dependent plasticity continues through-
out life and is the nervous system’s means of adapting
to new and changing conditions, in both the body itself
and the environment. The process is bound to take time
and is probably slower in a brain deprived of many
neurons. We know, from our own experience and from
cognitive psychology, the importance of motivation
and focused, selective attention for effective learning.
An example of the importance of focused attention con-
cerns infants and children with a squint (strabismus).
Because the retinal images are different in the two eyes,
the child attends to signals from one eye only to avoid
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contradictory information (double vision). Some chil-
dren solve the conflict by constantly using one eye and
ignoring information from the other, whereas other
children use the two eyes interchangeably. It turns out
that in those always using the same eye, vision eventu-
ally becomes severely reduced in the eye that is not
used. Those using their eyes interchangeably, however,
retain normal vision in both eyes. The images reaching
the cortex from the two eyes—even with a squint—are
almost identical. The crucial factor is whether or not
the information receives attention. In anesthetized
animals, cells in the visual cortex can change their prop-
erties after exposure to light stimuli if they are coupled
with stimulation of cell groups that are normally active
during focused attention. Thus, the learning effect
appears to require that two kinds of synaptic input
converge at a neuron: one kind provides specific infor-
mation; the other “tells” the neuron that this is relevant
information that should be stored (see Fig. 4.10). As
discussed earlier, the release of monoamines is probably
a factor in such plastic changes.

During restitution, skills are re-learned more or less
completely. Of course, the degree of recovery depends
on the localization and size of the damaged region and
on whether the neuronal loss occurs acutely or chroni-
cally (due to a degenerative process). With otherwise
identical lesions, however, the recovery depends on
well-known factors that contribute to successful learn-
ing in normal people. Among these, motivation and
amount of training are of fundamental importance.
Other factors, such as encouragement, feedback, and
the learner’s perception of progress, are crucial for
maintaining a high motivation and would be especially
important in patients with brain damage. Further, the
prospects of recovery seem to be better when training
starts very early after a stroke. This agrees with animal
experiments showing that the plasticity is highest in a

FIGURE 11.2° Example of recovery due to substitution.
Recovery of coordinated movements after loss of
connections from the cerebellum to the cerebral cortex
is aided by strengthening of connections from the
somatosensory cortex to the motor cortex. (Based on
experiments in monkeys and cats by Mackel 1987,
and Keller and coworkers 1990.)
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limited period after the infliction of a brain lesion.
Finally, although the learning curve (rate of recovery) is
usually steepest during the first few months after a
stroke, improvement can continue for several years if
training is continued. One study even showed that a
specific training program started 4 years after a stroke
led to rapid improvement in hand function in patients
with a deficit that had been stable for several years.
These results were obtained by combining carefully
planned training of the disabled arm with preventing
use of the normal arm (by a sling). This method, called
constraint-induced movement therapy (CI therapy), is
based on results from experiments with constraining
the normal arm in monkeys with unilateral lesions of
the motor system. Apart from constraining the normal
arm, the crucial factors for success seem to be a highly
motivated patient, gradually increasing complexity of
the training tasks so that the patient experiences prog-
ress regularly, and several hours of daily training.

RESTITUTION AFTER DAMAGE IN EARLY CHILDHOOD

The brain is certainly more plastic prenatally and dur-
ing infancy than in adulthood. Thus, one might expect
restitution to be more complete after early than after
late brain damage. This holds only for some cases of
early brain damage, however. In other cases, the conse-
quences are in fact more severe.

Successful Restitution after Large Lesions of
One Hemisphere

The most clear-cut examples of successful recovery after
early brain damage concern infants with lesions—even
very large ones—of one hemisphere.” In such cases,
although the child remains hemiplegic, cognitive devel-
opment may be virtually normal. The reason restitution
is so successful is probably only partly that the individual
neurons are more apt to send out new collaterals and
remove others. Another factor could be as important:
because in the young brain various regions, particularly
of the cerebral cortex, are not yet fully engaged in the
tasks for which they are destined, they are recruited more
easily for other purposes if necessary. Thus, the right
hemisphere of the brain may take over the processing of
language if the left hemisphere (which normally does
this) is damaged at an early age. In addition, prenatally
and in infancy many connections are more widespread
than later. During further development, synapses in some
targets strengthen while synapses in other targets weaken
or disappear. This is at least partly a use-dependent pro-
cess, and in case of brain damage, persistence of the

2 The situation appears to be less favorable when the lesions affect both hemi-
spheres (even when the lesions are relatively small).

widespread connections might probably aid restitution.
As long as the damage is restricted to one hemisphere,
size of the lesion does not seem to matter for success of
restitution. The most crucial negative factor in children
with such lesions is the occurrence of seizures, which
inhibits cognitive development. Presumably, ongoing
epileptic activity disturbs the use-dependent development
of brain networks.

The Limits of Plasticity: Cerebral Palsy

Although recovery is remarkably good in some cases of
early unilateral brain damage, this appears not to be the
most common outcome after early brain damage.
Indeed, prenatal and perinatal (at the time of birth)
brain damage often gives more serious functional defi-
cits than similar injuries acquired later in life. Thus, the
child with early brain damage often presents with a
mixture of symptoms, such as pareses, postural abnor-
malities, and involuntary movements. This is the case
for children with cerebral palsy,’ suffering from the
effects of lesions—such as birth-associated hypoxia,
intrauterine infections, or genetic aberrations—that
may have occurred at different developmental stages.
Some children with cerebral palsy have additional cog-
nitive impairments. We have discussed that during sen-
sitive periods of development the brain is not only more
plastic but also more vulnerable than later. Thus, a
lesion acquired pre- or perinatally might interfere with
a number of developmental processes. In addition, col-
lateral sprouting at early stages may not necessarily be
helpful. Thus, sprouts from nearby neurons may fill
vacant synaptic sites, regardless of whether this is func-
tionally meaningful or not. For example, in the cord
sprouts from sensory fibers may innervate motor neu-
rons that have lost their input from the cerebral cortex.
Such “blind” sprouting in various parts of the brain
and cord may perhaps contribute to the involuntary
movements typical of many children with cerebral
palsy. Further, long tracts that are already established
are apparently not replaced if damaged. Thus, if the left
motor cortex (sending fibers to the right spinal cord) is
removed in monkeys shortly after birth, these monkeys
never learn (with their right hand) the kinds of move-
ments that depend on direct connections from the cere-
bral cortex to the cord. This is because these connections
are already established at birth in monkeys (and in
humans). Reports of apparent reestablishment of long
fiber tracts after early injury are probably based on
experiments in which the injury was inflicted before the
axons from the relevant cell groups had reached their
targets. In such instances, the outgrowing axons may

3 Cerebral palsy is used as an umbrella term for a number of clinically different
neurological disorders that appear in infancy or early childhood and are domi-
nated by disturbances of bodily movements and posture.
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also innervate other cell groups than they normally do.
This may be due to a lack of normal competition among
outgrowing fiber tracts.

Finally, we will mention one other possible factor—
although speculative—that may help to explain unsuc-
cessful restitution after early brain damage. Prenatal
brain damage occurs in a brain that is not yet geared to
motivated, goal-directed behavior; establishment of
functional networks is still mainly under genetic con-
trol. Thus, when emerging neuronal networks are dis-
turbed there is presumably little pressure on functional
restitution, in contrast to what is usually the case when
damage occurs postnatally. This may allow haphazard
plastic changes that are not tempered by a pressure to
re-establish connectivity that is necessary for certain
behaviors.

Early Damage of the Corticospinal (Pyramidal) Tract

Direct connections from the cerebral cortex to the spinal
cord are necessary for the acquisition and performance
of most skilled movements. Although corticospinal
fibers reach the cord at the seventh gestational month,
the development of synaptic connections in the cord
and myelination of the corticospinal fibers go on at
least until the child is 2 to 3 years old. Some connec-
tions are strengthened and others are removed during
this period. Presumably, this represents a sensitive
period for establishment of specific corticospinal con-
nections. Initially, connections from each hemisphere
are bilateral, but at the age of 2 the hand is controlled
exclusively from the contralateral hemisphere; that is, the

relevant corticospinal fibers do all cross (in the medulla).
This development is at least partly use-dependent and
governed by the child’s efforts to learn new skills.

A frequent kind of cerebral palsy is hemiplegia caused
by a perinatal stroke. Typically, disturbed movement
control and posture in these children appear not imme-
diately but during the first 3 years of life, and often
skills acquired early are later lost. This is probably
due to plastic processes that are detrimental to normal
motor development. Thus, it appears that any remain-
ing corticospinal fibers from the damaged hemisphere
are prevented from establishing synaptic connections
in the cord by competition from the much stronger
connections of the undamaged hemisphere. Indeed, the
undamaged hemisphere retains and strengthens its ipsi-
lateral connections to the cord, rather than being weak-
ened as would normally occur (this is shown in animal
experiments and indirectly by use of TMS in human
infants). Children with cerebral palsy doing mirror
movements express this: that is, voluntary movements
with one hand are always accompanied by the same
movement with the other hand. Why this abnormal
innervation pattern is associated with poor function is
not so obvious, however. In any case, animal experiments
show that stimulation of the damaged hemisphere can
rescue the remaining fibers and prevent the poor func-
tional outcome. Further, it appears that in infants with
cerebral palsy early specific training (constraint-induced
movement therapy) of the impaired arm can improve
the functional outcome. Probably, in such cases use-
dependent plasticity serves to prevent the gradual loss
of connections from the damaged hemisphere.
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THE first chapter in this part covers the basic fea-
tures that are common to all sensory receptors,
or sense organs. Such knowledge will make reading the
following chapters easier. The next three chapters treat
various aspects of the somatosensory system, which is
primarily concerned with sensory information from the
skin, joints, and muscles. Chapter 13 deals with the
peripheral parts of the somatosensory system; that is,
the sense organs and their connections into the central
nervous system. Chapter 14 deals with the central path-
ways and neuronal groups concerned with processing of
somatosensory information, while Chapter 15 discusses
pain in some more depth. (Sensory information from the
internal organs—uvisceral sensation—is dealt with mainly
in Chapter 29.) In Chapter 16, we describe the visual
system, from the peripheral receptors in the eye to the
higher association areas of the cerebral cortex. Chapter
17 deals with the auditory system (hearing); Chapter 18
with the vestibular system (sense of equilibrium); and
finally Chapter 19 discusses olfaction and taste.

We use the term system to indicate that each of these
senses is mediated, at least in part, in different regions
of the nervous system. In neurobiology, a system usu-
ally means a set of interconnected neuronal groups that
share either one specific task, or several closely related
tasks. Sensory systems are designed to capture, transmit,
and process information about events in the body and
in the environment, such as light hitting the eye or the

SENSORY SYSTEMS

fullness of the bladder. We also use the term “system”
for the parts of the nervous system that deal with tasks
other than sensory ones. The motor system, for exam-
ple, initiates appropriate movements and maintains
bodily postures.

We use the term “system” rather loosely here: we do
not imply that each system can be understood indepen-
dently of the rest of the nervous system. Further, it is
often arbitrary as to which system a particular neuronal
group is said to belong. Thus, usually a cell group is
used in the operations of several systems. Especially at
higher levels of the brain, information from various sys-
tems converges. Cortical neuronal groups, for example,
may be devoted to both sensory processing and motor
preparation. Convergence of information from several
sensory systems seems necessary for us to perceive that
the different kinds of information actually concern the
same phenomenon, whether it is in our own body or in
the environment. How do we know, for example, that
the round object with a rough surface we hold in the
hand is the same as the orange we see with our eyes?

Sometimes the term system is misused, so that it confuses
rather than clarifies; this happens when we lump struc-
tures about which we know too little, or cell groups that
have such widespread connections that they do not belong
to a particular system. The wish to simplify a complex
reality—and the nervous system is indeed overwhelm-
ingly complex—can sometimes become too strong.
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12 | Sensory Receptors in General

OVERVIEW

Sensory signals from nearly all parts of the body are
transmitted to the central nervous system (CNS), bring-
ing information about conditions in the various tissues
and organs and in our surroundings. The structures
where sensory signals originate are called sense organs,
or receptors. The receptors are formed either by the
terminal branches of an axon (the skin, joints, muscles,
and internal organs) or by specialized sensory cells (the
retina, taste buds, and inner ear) that transmit the
message to nerve terminals. We are using the word “recep-
tor” differently here than in earlier chapters where we
applied it to molecules with specific binding properties.
A sensory unit is a sensory neuron with all its ramifica-
tions in the periphery and in the CNS. The receptive
field of the sensory neuron is the part of the body or the
environment from which it samples information. These
terms are applied to neurons at all levels of the sensory
pathways, from the spinal ganglia to the cerebral cortex.
Because of convergence, the receptive fields are larger
at higher than at lower levels of the CNS.

Sensory receptors are built to respond preferentially
to certain kinds of stimulus energy, which is called their
adequate stimulus (mechanical, chemical, electromag-
netic, and so forth). Regardless of the nature of the stim-
ulus, it is translated into electric discharges conducted in
axons; that is, the language of the nervous system. This
process is called transduction and involves direct or
indirect activation of specific cation channels. Activation
produces a receptor potential, which is a graded depo-
larization of the receptor membrane (similar to a syn-
aptic potential). We classify receptors by their adequate
stimulus (e.g., mechanoreceptor, photoreceptor, and so
forth), by their degree of adaptation, and by the site
from which they collect information. For example,
many receptors are rapidly adapting, meaning that the
respond mainly to start and stop of a stimulus. Others
are slowly adapting, and continue to signal a stationary
stimulus. Receptors in the muscles and connective tissue
are termed proprioceptors, while exteroceptors capture
information from our surroundings (e.g., light, some-
thing touching the skin, and so on). Enteroceptors
(interoceptors) inform about stimuli arising in the vis-
ceral organs. In general, contrasts and brief, unexpected
stimuli and are perceived much more easily than steady
and familiar ones. This is partly because the majority of

receptors adapt rapidly, and partly because sensory
information is heavily censored on its way to the cere-
bral cortex.

SENSORY UNITS AND THEIR RECEPTIVE FIELDS

Regardless of the structure of the receptor, a sensory
neuron transmits the signal to the CNS. We use the
term sensory unit for a sensory neuron with all its ram-
ifications in the periphery and in the CNS (Figs. 12.1
and 12.2). Such primary sensory neurons have their cell
bodies in ganglia close to the cord or the brain stem
(similar neurons are found in the retina). The receptive
field of the sensory neuron is the part of the body or the
environment from which it samples information. The
receptive field of a cutaneous sensory unit is a spot on
the skin (Fig. 12.1; see also Fig. 13.10). For a sensory
neuron in the retina, the receptive field is a particular
spot on the retina, receiving light from a corresponding
part of the visual field. We can determine the receptive
field of a sensory unit by recording with a thin electrode
the action potentials produced in an axon or a cell
body, and then we can systematically explore the area
from which it can be activated.
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FIGURE 12,1 Sensory units and receptive fields. Simplified representa-
tion of two sensory units (A and B), which in this case are spinal
ganglion cells. The peripheral process of each unit (fibers) ramifies in an
area of the skin, which is the receptive field of this particular unit, and
the receptive fields of the two units overlap. The density of terminal
nerve fiber branches—endowed with receptor properties—is highest
in the central part of the receptive field. Therefore, the threshold for
eliciting action potentials is lower centrally than peripherally in the
receptive field.
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Convergence Makes Receptive Fields Larger

We will come back to the sensory unit and receptive
field and exemplify them in the following chapters.
Here it is important to note that these terms apply to
sensory neurons at any level of the pathways that lead
from the receptors to the cerebral cortex. A neuron in
the visual cortex, for example, reacts to light hitting
only one particular part of the retina, which represents
the receptive field of the neuron (see Fig. 7.8). At the
cortical level the receptive field depends on convergence
from several sensory units at lower levels (retina and
thalamus, for example). Thus, receptive fields are usu-
ally larger for cortical sensory units than for those
closer to the sense organ.

Receptive Fields Are Dynamic and Context-Dependent

One might perhaps expect that the receptive field of
a sensory neuron would be a constant, hard-wired
property. This is not the case, however; there is ample
experimental evidence that receptive fields are dynamic.
The size of a receptive field depends on the context of a
stimulus; for example, focused attention reduces the
receptive fields of neurons in the visual cortex. Such

* FIGURE 12.2 Two main kinds of sen-
sory receptor. Left: The most com-
mon kind, found in most parts of the
body. The receptor properties are in
the terminal ramifications of a sen-
sory axon that belongs to a pseudouni-
polar ganglion cell. Right: The kind of
receptor found in the sense organs for

Chemical taste, equilibrium, and hearing. The
transmission receptor properties are located on a
from the sensory cell that transmits the signal

receptor cell to
the sensory
neuron

O\

to a ganglion cell. In both kinds of
receptor, a stimulus produces a graded
receptor potential. An action poten-
tial results in the ganglion cell to the
left if the graded potential reaches the
threshold. The sensory cell to the right
does not produce an action potential
but releases a chemical substance that
depolarizes the terminals of the ganglion
cell. In the CNS the signal is transmitted
chemically to central sensory neurons.

Stimulus

rapid changes of properties are largely due to specific
activation of inhibitory interneurons (see Fig. 13.3).
Further, receptive fields can change because of specific
training (learning) and of lesions that alter the sensory
inputs to the CNS.

TRANSDUCTION: THE TRANSLATION OF STIMULI
TO ACTION POTENTIALS

The task of the receptors is to respond to stimuli.
Regardless of the nature of the stimulus, the receptor
“translates” the stimulus to the language spoken by the
nervous system—that is, electrical signals in the form of
action potentials. We discuss in Chapter 4 how summa-
tion of many synaptic inputs evokes an action potential
(depolarization to threshold) that is propagated along
the axon.

Receptor Potentials

In receptors, the action potential arises near the terminal
branches of the sensory neuron. This is true regardless
of whether the stimulus acts directly on the terminal



branches (as in the skin; Fig. 12.1; see also Fig. 13.1) or
indirectly via receptor cells (as in the retina and the
inner ear; see Figs. 16.4 and 17.5). The stimulus alters
the permeability of the receptor membrane, thus depo-
larizing the receptor. The effect of the stimulus on ion
channel openings is graded like a synaptic potential (see
Fig. 4.4). This graded change in the membrane poten-
tial is called a receptor potential (Fig. 12.2). The recep-
tor potential that arises in the terminal branches spreads
electrotonically in the proximal direction (toward the
CNS, as in Fig. 12.2; see also Fig. 13.2) to the site where
an action potential arises by opening voltage-gated Na*
channels (provided the receptor potential is strong
enough). The process is similar to synaptic activation of
a neuron (in which the action potential usually arises
where the axon leaves the cell body). In sensory cells,
the stimulus does not evoke an action potential but leads
to graded release of a neurotransmitter that depolarizes
the terminals of the sensory cell (Fig. 12.2, right).

Transduction and TRP Channels

The mechanisms behind “translation,” or transduction,
of a stimulus to a receptor potential are only partly
known.

Although dozens of receptors and ion channels are
involved, receptor potentials in a variety of receptors
depend on activation of members of a large family of
cation channels, collectively termed transient receptor
potential (TRP) channels (mammals have more than
30 genes coding for TRP channels). Together, TRP
channels exhibit a great variety of activation mecha-
nisms and kinds of stimuli to which they respond.'

Many receptors are depolarized by binding of a
specific chemical substance to the membrane. The
chemical acts either directly on TRP channel proteins
(or other channels) or indirectly via G protein—coupled
receptors. The latter can then alter the opening state of
ion channels via intracellular second messengers (such
as cyclic AMP or GMP). For example, light hitting the
photoreceptors in the retina changes the photopigment,
which leads to breakdown of cyclic GMP. Cyclic GMP
keeps Na* channels open, so this breakdown leads to
closure of Na" channels. Thus, unlike other receptors,
the photoreceptors are hyperpolarized by their proper
stimulus.

Many receptors are most easily activated by mechan-
ical forces. Typical examples are receptors detecting
pressure on the skin or rotation of a joint. Mechanical
forces can most likely evoke a receptor potential in dif-
ferent ways. Stretching of the cell membrane may open
TRP channels directly (Fig. 12.3A). More commonly,
the mechanical force transmits to membrane-receptor

1 TRP channels are not restricted to sensory neurons but are expressed in
virtually all tissues of the body.
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proteins via the rigid cytoskeleton (or similar structures
outside the nerve terminal), which in turn either opens
ion channels mechanically (Fig. 12.3B) or chemically
via intracellular second messengers (Fig. 12.3C). Actions
of external mechanical forces on membrane proteins
have been particularly well elucidated in the sense
organs for hearing and equilibrium (see Fig. 17.8).

Other receptors are particularly sensitive to the
temperature in their surroundings. Change in tempera-
ture appears to alter the voltage sensitivity of specific
subsets of TRP channels, thereby producing a receptor
potential. Substances producing a cooling sensation
when applied to the skin, like menthol, activate a TRP
channel expressed in cold-sensitive receptors.

Finally, it should be noted that many receptors are
sensitive to several kinds of stimuli; for example, mech-
anoreceptors may be sensitive to temperature.” Many
receptors evoking pain when activated express various
kinds of TRP channels, thus combining sensitivities to
mechanical, thermal, and chemical stimuli.

PROPERTIES AND CLASSIFICATION OF RECEPTORS

Modality and Quality of Sensation

When a particular kind of receptor is stimulated with
sufficient intensity to cause a consciously perceived
sensation, we always get the same kind or modality of
sensory experience—for example, light, touch, pres-
sure, warmth, pain, or sound. The words modality and
quality are both used to describe aspects of sensation
but unfortunately somewhat differently by various
authors. We use quality here to describe further the nature
of a sensory modality; for example, pain is a sensory
modality that may have a burning quality. That stimu-
lation of a particular receptor always evokes a sensation
of the same modality does not mean that the receptor
necessarily has been subjected to its adequate stimulus.
Thus, most receptors can respond to stimuli of other
kinds (inadequate stimuli), although the threshold then
is much higher for evoking a response. As an example,
we can mention the perception of light upon a blow to
the eye (mechanical stimulus of the photoreceptors rather
than the normal light stimulus), and perception of sound
upon chemical, rather than the normal mechanical, irri-
tation of the receptors for hearing. The kind of perceived
sensation—the modality or quality of sensation—is thus
characteristic for each type of receptor (Miiller’s law of
specific nerve energies). Irritation of the axon leading
from the receptor will also evoke the same sensory

2 This is most likely the explanation why a cold object feels heavier than a warm
(The “Weber deception” or “silver Thaler illusion”). Thus, some mechanosensi-
tive skin receptors increase their firing when the temperature drops. These recep-
tors appears to express both mechanosensitive and thermosensitive TRP channels.
The biologic meaning—if any—of this dual sensitivity is unknown.
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FIGURE 12.3 Possible means for mechanical stimuli to evoke receptor potentials via TRP ion channels. (Based on Christensen and Corey 2007.)

modality as when the receptor is stimulated by its
adequate stimulus.

Adequate Stimulus

Most receptors are built to respond only or preferably
to one kind of stimulus energy: mechanical, chemical,
thermal, and so forth. The kind of stimulus to which
the receptor responds most easily—that is, with the
lowest threshold—is called the adequate stimulus for
the receptor. We also say that the receptor is specific for
this type of stimulus, whether it is mechanical, chemi-
cal, electromagnetic (light), or thermal (warmth, cold).
As we shall see, each of these broad groups of stimuli is
registered by receptors with different properties.
Receptors are classified according to the nature of
their adequate stimulus, that is, their stimulus specific-
ity. A large group of receptors, the mechanoreceptors,
responds primarily to distortion of the tissue in which
they lie and thus inform the CNS about mechanical
stimuli. Such receptors are numerous in the skin, in
deep tissues such as muscles and joint capsules, and
in internal organs. Another large group of receptors,

chemoreceptors, responds primarily to certain chemical
substances in the interstitial fluid surrounding the
receptor. Many chemoreceptors respond to substances
produced by or released from cells as a result of tissue
damage and inflammation, regardless of the cause—
mechanical trauma, burns, infection, and so forth. Other
kinds of chemoreceptors are the receptors for taste and
smell. Receptors in the retina responding to visible light
are called photoreceptors. Thermoreceptors respond
most easily to warming or cooling of the tissue in which
they lie.

Threshold

Even when stimulated by their adequate stimulus,
receptors vary enormously with regard to the strength
of the stimulus needed to activate them; that is, they
have different thresholds for activation. For example,
in the retina, the rods are much more sensitive (have
lower threshold) to light than the cones. Another exam-
ple concerns mechanoreceptors, many of which have a
low threshold and send signals even on the slightest
touch of the skin or a just barely perceptible movement



of a joint. Other mechanoreceptors have a high thres-
hold and require very strong stimulation to respond; we
usually perceive such stimuli as painful.

Adaptation

Receptors differ in other ways, too. Many receptors send
action potentials only when a stimulus starts (or stops).
If the stimulus is continuous, this kind of receptor ceases
to respond and thus provides information about changes
in stimulation only. Such receptors are called rapidly
adapting. When after a short time we cease noticing that
something touches the skin, this is partly because so
many of the receptors in the skin are rapidly adapting.
Other receptors, however, continue responding (and
thus sending action potentials) as long as the stimulus
continues. Such receptors are called slowly adapting (or
nonadapting). Receptors responsible for the sensation of
pain exemplify slowly adapting receptors. It would not
be appropriate if the body were to adapt to painful stim-
uli because these usually signal danger and threat of
tissue damage. Receptors that signal the position of the
body in space and the position of our bodily parts in
relation to each other must also be slowly adapting; if
not, we would lose this kind of information after a few
seconds if no movement took place. That adaptation is a
property of the receptors themselves can be verified by
recording the action potentials from the sensory fibers
supplying various kinds of receptors. For example, affer-
ent fibers from receptors excited by warming of the skin
stop sending signals if the same stimulus is maintained
for some time, whereas afferent nerve fibers from sense
organs in a muscle continue to send signals as long as the
muscle is held in a stretched position.

Dynamic and Static Sensitivity

Many receptors respond more vigorously to rapid
changes in the stimulus than to slow ones (they adapt
rapidly). For example, rapid stretch of a muscle pro-
duces much higher firing frequency in the sensory nerve
fibers leading from the muscle than when the same
stretch is applied slowly (see Fig. 13.8). Such a receptor
can therefore inform about the velocity of stretching,
not just its magnitude. This property of a receptor is
called dynamic sensitivity. A receptor that continues to
produce action potentials with a constant frequency as
long as the stimulus is constant (slowly adapting or
nonadapting) is said to have static sensitivity. Often,
one receptor has both kinds of sensitivity (see Figs. 13.8
and 16.8). The majority of receptors, however, have
dynamic sensitivity and are rapidly adapting. This helps
to explain the everyday experience that we are much
more aware of changing stimuli than those that are
constant—such as an insect moving on the skin or a
moving light, as opposed to stationary ones.
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Origin of Stimulus

Receptor classification can be based on the origin of
the stimuli the receptors capture. For example, mecha-
noreceptors may—depending on their location—give
information of very different events (even though all
are mechanical). A low-threshold mechanoreceptor in
the wall of the urinary bladder provides information
about its degree of distension, mechanoreceptors in
the inner ear inform us about sound (movement of air
molecules), whereas mechanoreceptors around the root
of a hair respond to the slightest bending of the hair.

We usually distinguish between exteroceptors, prop-
rioceptors, and enteroceptors. Exteroceptive signals
reach the body from the outside, from our environment.
Most exteroceptors are located in the skin, whereas the
receptors in the eye and the internal ear represent impor-
tant special kinds of exteroceptors that respond to tele-
ceptive signals. Proprioceptive signals originate in the
body itself. The term is, however, restricted mostly to
signals arising in the musculoskeletal system, including
the joints. Enteroceptive signals arise from the internal
(visceral) organs, such as the intestinal tract, lungs, and
the heart.

Comprehensive Classification of a Receptor

By the descriptions discussed in the preceding text, we
can classify receptors by the characteristics we want to
emphasize. We can also give a complete description of
the receptor by mentioning all the characteristic prop-
erties: for example, a proprioceptive, fast-adapting,
low-threshold mechanoreceptor (informing about joint
rotation), or an enteroceptive, slowly adapting chemore-
ceptor (in the wall of an artery informing about the
oxygen tension of the blood).

RECEPTORS AND SUBJECTIVE SENSORY EXPERIENCE

Receptor Type and Quality of Sensation: An Uncertain
Connection

The kind of conscious sensory experience it evokes is
perhaps the most interesting among a receptor’s many
characteristics. How do I describe what I feel when a par-
ticular kind of receptor sends signals to the brain? We
use the term pain receptor or nociceptor to describe
receptors that, when stimulated, produce pain. Stimulation
of cold receptors causes a feeling of coldness, stimulation
of warm receptors gives a feeling of warmth, and so
on. Only exceptionally is it possible, however, to know
whether a sensory experience is evoked by stimulation of
one receptor type only, or by the simultaneous activation
of several kinds. The connection between the conscious
sensory experience and the responsible receptors is there-
fore often uncertain. Because only human beings can
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inform the observer directly of what they feel, animal
experiments alone cannot resolve the question of the
relationship between receptors and conscious sensations.
Moreover, the very same receptors that can be exam-
ined physiologically cannot be examined anatomically
in human beings. Important insight has nevertheless
emerged from correlation of observations obtained in
animals with psychophysical observation in humans
(see Chapter 13, under “Microneurographic Studies of
Human Skin Receptors”).

In most cases, our conscious sensory experiences are
due to signals from several kinds of receptor. The brain
interprets a barrage of signals and the context in which
they arise, and provides us with a unitary sensation.
The sensation of taste is an example: it depends not
only on signals from taste receptors (on the tongue) but
also on signals from olfactory receptors (with some
contribution from mechanoreceptors and thermorecep-
tors in the mouth).

The Brain Does Not Receive “True” Information

Not all signals reaching the CNS from the receptors are
consciously perceived. In particular, enteroceptive sig-
nals are mostly processed only at a subconscious level.
For signals from all kinds of receptors, however, a
considerable selection and suppression of signals take
place at all levels of the sensory pathways in the spinal
cord and the brain, to leave out “irrelevant” information.
At the same time, “relevant” signals are usually enhanced
in the CNS (see also Chapter 13, under “Inhibitory
Interneurons Improve the Discriminative Sensation”).
We mentioned that receptive fields of sensory cells
expand or shrink in a context-dependent manner, and
that most receptors respond more strongly to changing
than to constant stimuli. Therefore, sensory informa-
tion is censored and does not provide the brain with
an objective representation of the physical world (see
Fig. 16.9). Usually, such weighting of sensory signals
is advantageous because it ensures that the most
behaviorally relevant information is prioritized while
irrelevant or less important signals are suppressed. An
example concerns our need to be able to distinguish
sensory signals that we produce ourselves by voluntary

movements from signals that arise from external per-
turbations. As rule, our self-produced sensory signals
are inhibited while the unforeseen external ones are
enhanced.

Central Analysis

We cannot explain how it happens that action poten-
tials, which are of the same kind in all nerve fibers,
evoke entirely different conscious sensations, depend-
ing on where the stimulus arises. One prerequisite is
that different kinds of sensory information are analyzed
by different neurons (i.e., neurons located in anatomi-
cally distinct parts of the CNS). A complete mixing of
information from different receptor types would not be
compatible with our discriminative abilities. It is equally,
clear, however, that there must be ways in which the
brain can bring the different kinds of information
together, making meaning and unity out of the innu-
merable bits and pieces of sensory information. Such a
synthesis may not necessarily be due to convergence of
all relevant information onto a single cell group. Rather,
we now believe the final processing to depend on exten-
sive interconnections among cortical areas dealing with
different aspects of sensory information (these aspects
are treated further in Chapter 16, under “How Are Data
from Different Visual Areas Integrated?” and Chapter
34, under “Parietal Association Areas”).

In an elegant study, de Lafuente and Romo (2005)
trained monkeys to respond to cutaneous stimuli that
were barely detectable, while at the same time recording
neuronal activity in the cerebral cortex. In turned out
that whenever the monkey responded to the stimulus
(as a sign of perception), there was activity among neu-
rons in the premotor cortex of frontal lobe as well as in
the somatosensory cortex. Activity in the somatosensory
cortex alone was apparently not sufficient for perception.
On the other hand, there was frontal activation in
instances when the monkey (erroneously) responded
without the stimulus being strong enough to evoke activ-
ity in the somatosensory cortex. This example serves
further to emphasize that our conscious sensations are
not hard-wired to the signals from sensory receptors,
but depends critically on central analysis.



13 | Peripheral Parts of the
Somatosensory System

OVERVIEW

The term somatosensory includes, strictly speaking, all
sensations pertaining to the body (soma). It is therefore
more comprehensive than the significance commonly
assigned to it—namely, sensory information specifically
from skin, joints, and muscles only. In this chapter, we
discuss receptors (sense organs) located in the skin and
in the musculoskeletal system and the neurons leading
from them into the central nervous system (CNS).
Receptors in the skin and in deep tissues are either free
or encapsulated. The terminal ramifications in encapsu-
lated receptors are surrounded by connective tissue cells,
serving as a filter ensuring that only certain kinds of
stimuli reach the axon terminal. We distinguish between
exteroceptors, located in the skin, and proprioceptors in
muscles and connective tissue around the joints.
Regardless of their location, somatosensory receptors
can be classified by their adequate stimulus as mechano-
receptors, thermoreceptors, and chemoreceptors.

High-threshold receptors usually signal impending
tissue damage, and are termed nociceptors. They are all
free nerve endings, but differ with regard to stimulus
specificity. Some respond only to intense mechanical
stimuli, others to chemical (inflammatory) substances,
while others detect extreme heat or coldness. Many
nociceptors respond to several kinds of stimuli (poly-
modal nociceptors), while others do not respond to
“normal” pain-provoking stimuli but require prolonged
stimulation to become active (silent nociceptors). In
addition to signaling impending acute tissue damage,
nociceptors probably play an important role in moni-
toring the composition of the tissue fluid and thus con-
tribute to bodily homeostasis.

Thermoreceptors respond to even very small changes
of the temperature of their surroundings (especially in
the skin). They are much less sensitive to steady-state
temperature. Cold receptors detect cooling below the
normal skin temperature, while warm receptors detect
a rise in temperature.

Low-threshold mechanoreceptors in the skin and in
the deep tissues share many physiological properties. In
general, they signal deformation of the tissue in which
they reside. Their capsular elements and relation to
surrounding tissue components—such as collagen fibrils

or muscle fibers—determine the kind of stimulus they
respond to with the lowest threshold. Further, capsular
elements and membrane receptor proteins determine
whether the receptor is rapidly or slowly adapting.

Cutaneous low-threshold mechanoreceptors are of
four types: Meissner corpuscles reside in the dermal
papillae of glabrous skin (e.g., on fingertips) and
respond to the slightest impression on the skin. They
are rapidly adapting, thus signaling only when some-
thing touches (or leaves) the skin—not when the skin
remains impressed. Like Meissner corpuscles, Merkel
disks respond to small impressions of the skin but are
slowly adapting. Ruffini corpuscles are located in the
dermis and respond to stretching of the skin. They are
slowly adapting, and probably signal the steady tension
(important, e.g., when holding objects). Pacinian
corpuscles are large, lamellate structures located on the
transition between the dermis and the subcutaneous tis-
sue. They are extremely rapidly adapting and are well
suited to signal vibration (>100 Hz). The receptive
fields of Meissner corpuscles and Merkel disks are small
(especially on distal parts of the extremities), making
these receptors of crucial importance for discriminative
sensation.

Among proprioceptive low-threshold mechanorecep-
tors, the muscle spindles are the most elaborate. They
consist of a small bundle of thin, so-called intrafusal
muscle fibers encircled by sensory nerve endings. Although
each muscle spindle is much shorter than the muscle in
which it lies, it is connected with connective tissue strands
to both tendons of the muscle. Thus, when the muscle
elongates, the muscle spindle is stretched and the sensory
endings are depolarized. The muscle-spindle sensory
endings have both dynamic and static sensitivity, mak-
ing them suited to record the actual muscle length at any
time, length change, and direction and velocity of change.
Signals from muscle spindles contribute to reflex control
of movements and to kinesthesia—that is, our conscious
perception of joint positions and movements. Tendon
organs are located at the musculotendinous junction,
and measure the force of muscle contraction. Joint recep-
tors are located in the fibrous joint capsule and in liga-
ments around the joints. They can signal movements and
steady positions but their contributions to movement
control and kinesthesia are not well understood.
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Dorsal root fibers conducting from somatosensory
receptors are classified according to conduction velocity
into myelinated A fibers and unmyelinated C fibers. The
thickest A fibers conduct from low-threshold mechano-
receptors, whereas thin A fibers (Ad) and C fibers conduct
from nociceptors and thermoreceptors. The thin (A3
and C) and thick dorsal root fibers end almost completely
separated in the cord. Probably all primary sensory
neurons release a classical transmitter with fast synaptic
actions in the spinal cord. Probably all primary sensory
neurons release a classical neurotransmitter with fast
synaptic actions in the spinal cord. In addition, many
contain several neuropeptides, such as substance P and
others. Apparently, release of neuropeptides from the
peripheral branches of sensory neurons contributes to
local inflammation in several diseases (e.g., arthritis,
asthma, and migraine).

The ventral branches of the spinal nerves form plexuses
supplying the arms and the legs. Each nerve emerging
from these plexuses contains sensory and motor fibers
arising from several segments of the spinal cord. In the
peripheral distribution of the fibers, however, the seg-
mental origin of the fibers is retained. Thus, sensory
fibers of one dorsal root supply a distinct part of the
skin. The area of the skin supplied with sensory fibers
from one spinal segment is called a dermatome.

EXTEROCEPTORS: CUTANEOUS SENSATION

The skin and the subcutaneous tissue contain receptors
that respond to stimuli from our surroundings. Among
the almost indefinitely varied sensory experiences that
can be evoked from the skin, we usually distinguish only
a few, regarded as the basic modalities: touch, pressure,
heat, cold, and pain. There is indirect evidence that each
of these sensations can be evoked by stimulation of one
receptor type. Yet it is important to realize that terms
such as “pain,” “cold,” and “touch” refer to the quality
of our subjective sensory experience evoked by certain
kinds of stimuli. Thus, a classification of sensations on
this basis does not enable us to conclude that for each
subjective quality of sensation there exists one particular
kind of receptor.

Sensations—such as itch, tickle, dampness, or dryness;
the texture of surfaces; and the firmness or softness of
objects—are thought to arise from the simultaneous
stimulation of several kinds of receptors in the skin and
also in deeper tissues. As discussed in Chapter 12, our
conscious sensory experience is the result of an inter-
pretation in the brain of information from a multitude
of receptors.

Functionally, skin receptors—Ilike receptors in other
parts of the body—can be classified by their adequate
stimulus as mechanoreceptors, thermoreceptors, and
chemoreceptors.

Free and Encapsulated Receptors

We conveniently subdivide receptors in the skin (and in
deep tissues) on a structural basis into free and encapsu-
lated, although there are numerous transitional forms.
In encapsulated receptors, the terminal ramifications of
the sensory axon are surrounded by a specialized capsule-
like structure of connective tissue cells (Fig. 13.1A, C,
and D), whereas such a structure is lacking around the
free receptors or endings (Fig. 13.1E). The encapsulation
serves as a filter, so that only certain kinds of stimuli
reach the axon terminal inside. Schwann cells cover the
axonal ramifications of the free receptors, except at
their tips (Fig. 13.1E), where their receptor properties
presumably reside. Free receptors are the most numerous
and widespread, being present in virtually all parts of the
body. In the skin, free receptors are particularly numer-
ous in the upper parts of the dermis, and they even
extend for a short distance between the cells of the deeper
layers of the epidermis.

Free receptors that are structurally indistinguishable can
nevertheless have different adequate stimuli. The cornea of
the eye, for example, contains only free nerve endings but
functionally there are at least four different receptors.
Thus, anatomically identical receptors can differ function-
ally as a result of their expression of different repertoires of
membrane channels and receptor molecules.

Nociceptors

Receptors that on activation evoke a sensation of pain
are termed nociceptors. A more precise, physiological
definition would be: a receptor that is activated by
stimuli that produce tissue damage, or would do so if
the stimulus continued. In Chapter 15, we discuss the
relationship between nociceptor stimulation and the
experience of pain. In the skin and, as far as we know,
in all other tissues from which painful sensations can be
evoked, nociceptors are free nerve endings. It is charac-
teristic that most stimuli we experience as painful are so
intense that they produce tissue damage or will do so if
the stimulus is continued. Functionally, skin nocicep-
tors are of three main types. One type responds to
intense mechanical stimulation only (such as pinching,
cutting, and stretching), and is therefore termed a high-
threshold mechanoreceptor. The other is also activated
by intense mechanical stimuli but in addition, by intense
warming of the skin (above 45°C)' and by chemical

1 Heat activates nociceptors by opening the nonselective cation channel
TRPV1 (and apparently also other varieties of the TRPV channel). Interestingly,
capsaicin, responsible for the pungency of hot peppers, activates the heat-
sensitive channel. On continued presence, however, capsaicin desensitizes the
receptor thus alleviating ongoing pain. Drugs that selectively block the TRPV1
channel have been tested in animals and found effective in alleviating inflamma-
tory pain but also causing a rise in body temperature. Thus, the TRPV1 channel
apparently contributes not only to thermal and chemical nociception but also
to control of body temperature.
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FIGURE 13.1 Cutaneous receptors. Schematic of receptors as they
appear in sections through the skin. Sensory nerve fibers and recep-
tors in (A) glabrous skin (palms of the hands and soles of the feet) and
(B) hairy skin. Nerve endings in hairy skin wind around the hair
follicles and are activated by the slightest bending of the hair.
C: Meissner corpuscle (from glabrous skin). The axon (red) follows

substances that are liberated by tissue damage and
inflammation. Because such receptors can be activated
by different sensory modalities, they are termed poly-
modal nociceptors. In addition, recent studies indicate
that many nociceptors are purely sensitive to chemical
substances released in inflamed tissue. Since such recep-
tors are unresponsive to most nociceptive stimuli used in
animal experiments, they are termed silent nociceptors.
Silent nociceptors typically require stimulation for 10 to
20 minutes to become active; thereafter, however, they
may continue firing for hours. They are present in skin,
muscles, and visceral organs and may constitute about
one-third of all nociceptors. They appear particularly

a tortuous course between flat, specialized connective tissue cells. The
whole sense organ is anchored to the epidermis with thin collagen
fibers. D: A disk of Merkel (present in both glabrous and hairy skin).
The axonal terminal is closely apposed to a Merkel cell in the epider-
mal cell layer. E: Free nerve endings are covered by Schwann cells
except at their tips, where the receptor properties reside.

suited to communicate about disease processes in the
tissues, and are probably important for communication
between the immune system and the brain.

Many substances can excite nociceptors, and specific
membrane receptors and ion channels have been identi-
fied for some. ATP, for example, excites nociceptors by
binding to purinoceptors (Fig. 13.2). Because ATP is
normally present only intracellularly, its extracellular
occurrence is an unequivocal sign of cellular damage.
The peptide bradykinin, which is produced by the release
of proteolytic enzymes from damaged cells, acts on
specific membrane receptors in nociceptors. Several other
mediators of inflammation—such as prostaglandins,
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FIGURE 13.2 Nociceptor activation. ATP is one among many sub-
stances that activate nociceptors. Because the extracellular ATP con-
centration is extremely low normally, ATP is a very sensitive signal of
impending cell damage. Binding of ATP to specific receptors depolar-
izes the nerve terminal (receptor potential). If the receptor potential
reaches threshold an action potential arises due to opening of voltage-
gated sodium channels. The action potential is conducted to the CNS.
Some other means of activating nociceptors are listed.

histamine, serotonin, substance P, and adenosine—may
contribute to nociceptor activation and sensitization.
H"ions (pH < 6) activate nociceptors effectively and, in
addition, seem to increase their responses to inflamma-
tory substances.

A characteristic feature of nociceptors is their ten-
dency to be sensitized by prolonged stimulation (this is
the opposite phenomenon of adaptation). Sensitization
is due to accumulation of inflammatory products that
up-regulate voltage-gated Na* channels and transient
receptor potential (TRP) channels expressed in sensory
neurons. Sensitization partly explains why even normally
non-noxious stimuli (such as touching the skin) may be
felt as painful when the skin is inflamed. A condition of
abnormal intensity of pain compared to the strength of
the stimulus is called hyperalgesia. As discussed later in
this chapter, hyperalgesia may also be caused by altered
properties of neurons in the CNS, especially in the spinal
dorsal horn. The term allodynia is used when innocuous
stimuli, such as light touch, evoke intense pain.

Signals from nociceptors are conducted in thin myeli-
nated (A8) and unmyelinated (C) fibers. This is further
discussed later in this chapter, under “Classification of
Dorsal Root Fibers in Accordance with Their Thickness.”

Nociceptors, Voltage-Gated Sodium Channels, and
Inherited Channelopathies

Sensory neurons express a multitude of ion channels and
receptors, among them several kinds of voltage-gated
sodium (Na®) channels. Such channels are expressed in
all neurons and are necessary for excitability and impulse

conduction. Ten voltage-gated sodium channels have
been identified, sharing a basic structure but with some-
what different properties and distribution. Sensory
neurons express several kinds, and some of these occur
primarily in small nociceptive spinal ganglion cells.
Nerve injury as well as inflammation cause rapid changes
in the expression of several voltage-gated sodium chan-
nels, thus rendering the ganglion cells hyperexcitable (as
mentioned earlier in relation to hyperalgesia).

One channel—Na,1.7—appears to be particularly
important for the generation of action potentials in
axons leading from nociceptors. Rare inherited diseases
caused by mutations of the gene (SCN9A) coding for
Na, 1.7 shed light on the function of this channel. Two
gain-of-function mutations cause attacks of intense
pain but with different mechanisms. Patients with par-
oxysmal extreme pain disorder suffer from attacks of
pain in the eyes, jaw, and rectum, apparently caused by
incomplete inactivation of the Na, 1.7 channel. Patients
with erythromelalgia (primary erythermalgia) experi-
ence burning pain and redness in the hands and feet.
The mutation in the latter patients cause the channel to
open to easily (lowered threshold). A third variety of
inherited Na,1.7 channelopathy was quite recently
found among members of a Pakistani family. Those
afflicted show complete absence of pain sensitivity and
suffer serious injuries as they grow up. The mutation in
these patients appears to cause a loss of function of the
Na, 1.7 channel, resulting in abolished impulse traffic
from nociceptors.

Other voltage-gated sodium channels, expressed in
nociceptive ganglion cells, also appear to be involved in
clinical pain conditions. Great efforts are now being
made to develop drugs that can block specific voltage-
gated sodium channels. Nonspecific blockers, such as
lidocaine, have long been used for local anesthesia.

Silent Nociceptors, the Immune System, Homeostasis,
and Sickness Behavior

Since mediators released in inflamed tissues activate them,
silent nociceptors most likely contribute to the pain that
follows tissue damage. Nevertheless, in contrast to other
nociceptors they may not function primarily as a warn-
ing system for impending tissue damage but, rather,
play a long-term role in evaluating the status of the
tissue microenvironment. Thus, they would play a role in
bodily homeostasis. Signals from silent nociceptors may
be particularly important to modulate the activity of the
immune system. Thus, we know that the nervous system
can influence the properties of the cells of the immune
system, as we shall return to in Chapter 30. To do this,
the nervous system needs information from the “battle-
field” of the immune system. Silent nociceptors seem
well suited to carry out this task, as substances released
from leukocytes activate them. We know, for example,
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that cytokines released in the gastric mucosa stimulate
nerve fibers in the vagus nerve. This produces sickness
behavior in rats: they move less around, lose appetite, are
uninterested in their surroundings, and so forth. In addi-
tion, cytokines in the bloodstream can reach neurons
in certain parts of the brain, either by passing the
blood-brain barrier or by acting on places devoid of a
blood-brain barrier. It seems likely that signals from silent
nociceptors—not only in the skin but also in deep tissues
and visceral organs—contribute to “how we feel,” or the
subjective feeling of the physiological state of the body.

Thermoreceptors

Free endings of thin sensory nerve fibers are responsible
for the perception of heat and cold. Although warm
and cold receptors look the same, they express different
kinds of TRP channels. Cold receptors respond with an
increase of firing frequency to cooling of the skin below
the normal temperature (about 32°C). They stop
responding, however, at very low skin temperatures.
Surprisingly, cold receptors can also be excited by skin
temperatures above 45°C. This explains why a hot
shower may feel cold at the beginning (until we feel
pain, as mentioned previously, temperatures above
45°C excite polymodal nociceptors). This phenomenon
is called paradoxical cold (sensation). Signals from cold
receptors are conducted in thin myelinated (Ad) fibers.
Warm receptors respond to warming of the skin above
the normal temperature up to about 45°C. The signals
are conducted in unmyelinated (C) fibers.

The adequate stimulus for thermoreceptors is the
temperature of the tissue surrounding them or, rather,
changes in the temperature. The receptors send action
potentials with a relatively low frequency at a steady
temperature, whereas a small change in the temperature
elicits a marked change in the firing frequency. A heat
receptor, for example, fires at constant room tempera-
ture with a low frequency, but warming the skin even
slightly increases in the firing rate. The response is par-
ticularly brisk if the warming happens rapidly (thus, we
perceive lukewarm water as hot if the hand is cold when
put into it). A change in skin temperature of 0.2°C is
sufficient to cause a marked change in firing rate from a
thermoreceptor. Thus, the thermoreceptors do not give
an objective measure of the actual skin temperature but,
rather, signal changes that may be significant in our
adjustment to the environment (to keep the body tem-
perature constant). Thus, they are important for the
maintenance of bodily homeostasis.

Mechanoreceptors of the Skin

The study of receptors for pain and temperature sensa-
tion is more difficult than the study of mechanoreceptors.
These are particularly well studied, therefore, and among

them, we know most about the low-threshold mechano-
receptors. The following account mainly deals with low-
threshold mechanoreceptors of the skin. High-threshold
mechanoreceptors in the skin are nociceptors and do
not differ significantly from such receptors in muscles
and around joints. As far as we know, they are always
free nerve endings (Fig. 13.1E).

There are several kinds of low-threshold mechano-
receptors in the skin, ranging from free receptors to
those with an elaborate capsule. Some adapt slowly or
not at all; others adapt very rapidly. For example,
receptors found close to the roots of hairs (Fig. 13.1B)
are rapidly adapting. They are activated by even the
slightest bending of a hair, as can easily be verified by
touching the hairs on the back of one’s own hand. If the
hair is held in the new position, however, the sensation
disappears immediately. Unmyelinated afferent fibers
from hairy skin that signal light touch may be of special
importance for mediating emotional aspects of touch
(rather than precise, discriminative information).”

Although the thick, glabrous skin on the palm of the
hand and on the sole of the foot lacks hair, the elabo-
rate encapsulated receptors are particularly abundant at
these locations and are obviously related to the superior
sensory abilities of these parts—the fingers, in particular
(Table 13.1). One such receptor is the Meissner corpuscle,
which mediates information about touch. Meissner
corpuscles are small oval bodies located in the dermal
papillae just beneath the epidermis—in fact, as close to
the surface of the skin as possible without being directly
exposed (Fig. 13.1A and C). Several axons approach
the corpuscle and follow a tortuous course inside the
capsule between the lamellae formed by connective tissue
cells.” Meissner corpuscles respond by sending action
potentials even when indenting only a few micrometers
the skin overlying the receptor. If the skin is kept indented,
however, the receptor stops sending action potentials.
On release of the pressure, a few action potentials are
again elicited. Meissner corpuscles are thus rapidly
adapting and obviously have a low threshold for their
adequate stimulus. These corpuscles are presumably
well suited to, among other things, signal direction and
velocity of objects moving on the skin.

2 A woman with selective loss of large-diameter myelinated sensory fibers
provided an opportunity to study the properties of low-threshold C-fibers
(Olausson et al. 2002). Light touch (stroking with a soft brush) applied to the
back of the hand was felt as a very faint and diffuse but pleasant pressure (no
sensation was evoked by brushing the palm of the hand, corresponding to the
lack of unmyelinated low-threshold afferents from glabrous skin). Interestingly,
functional magnetic resonance imaging (fMRI) showed activation of the insu-
ladknown to be related to affective aspects of sensationébut not in SI that is
responsible for the discriminative aspects.

3 In addition to a thick myelinated axon, the Meissner corpuscle receives thin
unmyelinated axons. The latter contain neuropeptides and express receptors
typical of nociceptors. So far, however, there is no direct evidence of a contribu-
tion from Meissner corpuscles in nociceptive signaling.
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TABLE 13.1
RECEPTIVE ADAPTATION
FIELDS
Rapid Slow
Meissner corpuscles: Merkel disks:
Glabrous skin, in Close to the
Small dermal papillae epithelium
Touch: moving stimuli  Touch (judging form
Vibration < 100 Hz & surface of objects)
Pacinian corpuscles: Ruffini corpuscles:
Large Border dermis- Dermis, parallel to

subcutis;
Vibration > 100 Hz

the skin surface;
stretch of the skin
(friction)

Ruffini corpuscles are also low-threshold mechano-
receptors and are slowly adapting. They consist of a
bundle of collagen fibrils with a sensory axon branching
between the fibrils (Fig. 13.1A). The collagen fibrils
connect with those in the dermis, and stretching of the
skin in the direction of the fibrils is the adequate stimulus
for the receptor. Stretching the skin tightens the fibrils,
which, in turn, leads to deformation and depolarization
of the axonal ramifications, thus producing action
potentials in the afferent fiber. It is therefore assumed
that Ruffini corpuscles function as low-threshold stretch
receptors of the skin, informing us about the magnitude
and direction of stretch.

Another kind of slowly adapting, low-threshold
mechanoreceptor in the skin is the Merkel disk
(Fig. 13.1A and D), present particularly on the distal
parts of the extremities, the lips, and the external genitals.
An axon ends in close contact with a large epithelial cell
in the basal layer of the epidermis. Even after several
minutes of constant pressure on the skin overlying the
Merkel disks, the receptor continue to send action
potentials at about the same rate.

A final type of low-threshold mechanoreceptor,
Pacinian corpuscles (Fig. 13.1A), are found at the
junction between the dermis and the subcutaneous
layer; they are also present at other locations, such as in
the mesenteries, vessel walls, joint capsules, and in the
periosteum. Pacinian corpuscles are large (up to 4 mm
long) ovoid bodies, which can be seen macroscopically at
dissection. A thick axon is surrounded by numerous
lamellae, which are formed by a special kind of connective
tissue cell. Between the cellular lamellae there are fluid-
filled spaces. Pacinian corpuscles are very rapidly adapt-
ing, eliciting only one or two action potentials in the
afferent fiber at the onset of indentation of the skin. The
adequate stimulus is therefore extremely rapid indenta-
tion of the skin. In practice, this is achieved by vibration
with a frequency of 100 to 400 Hz. If a vibrating probe

is put in contact with the skin, the frequency of action
potentials in the afferent fiber follows closely the frequency
of vibration. Vibration with a frequency below 100 Hz
appears to be signaled by Meissner corpuscles.

Itch and Tickle

Itching is a peculiar, unpleasant sensation evoked by
stimulation of free nerve endings in superficial parts
of the skin and mucous membranes. The signals are
conducted in unmyelinated sensory fibers to the spinal
cord. From the cord to higher levels, the signals follow
the pathways for pain, because cutting these also abol-
ishes the sensation of itching. (In fact, we know that
weakly painful stimuli, such as scratching the skin,
suppress the sensation of itching.) Further, liberation of
histamine in the skin, for example, from mast cells in
allergic reactions, evokes itching. The leaves of stinging
nettle (Urtica dioica) provoke intense itching because
they contain histamine. Microneurographic studies in
humans have identified a subgroup of peripheral sensory
units (with unmyelinated fibers) that react vigorously
to histamine and produce itching when stimulated.
These units have been regarded as itch-specific (even
though capsaicin and inflammatory substances such as
prostaglandin E and bradykinin also activate them).
Further, some units in the dorsal horn (lamina 1) respond
primarily when histamine is applied in their receptive
fields. Histamine appears to evoke activity in the same
parts of the cerebral cortex as painful stimuli do, as
shown via functional magnetic resonance imaging (fMRI).
Nevertheless, animal experiments suggest that itch
involves neuronal groups—from the cord to the cortex—
that are at least partly separate from those treating
noxious stimuli. Thus, the sensation of itch may be
served by a specific subdivision of the neural system
for pain. Itching is a symptom in several diseases (can-
cer, metabolic disorders, skin diseases, and others).
Histamine does not seem to be involved in such cases,
however.

Tickling is another peculiar sensory phenomenon. It
is evoked by stimulation of low-threshold mechanore-
ceptors, but we do not know which subgroup is involved.
The sensation of tickling is strongly influenced by the
context in which it is evoked: the same stimulus may be
experienced as tickling in one situation and merely as
light touch in another. For example, we know that we
are unable to tickle ourselves, probably because the
brain can easily distinguish sensory signals produced by
our own actions and those coming from other sources.
We also know that our emotional state influences whether
or not a stimulus is felt as tickling. This example may
serve to emphasize a point we will return to repeatedly:
the sensory messages sent from the receptors are subject
to extensive processing before a conscious sensation is
produced.
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What Information Is Signaled by Low-Threshold
Cutaneous Mechanoreceptors?

Together, the four types of low-threshold mechanore-
ceptors described in the preceding text are thought to
mediate the different qualities of our sense of touch and
pressure, which are so well developed in glabrous skin
(fingers, toes, and lips). One important aspect is the
ability to judge the speed and direction of a moving object
in contact with the skin, as well as the friction between
them. Thus, we may perceive quickly that an object is
slipping from our grip and judge from the friction the
force needed to stop the movement. Two of the receptor
types, Merkel disks and Ruffini corpuscles, are slowly
adapting and, as long as the stimulus lasts, continue to
provide information about slight pressure and stretch-
ing of the skin, respectively (Table 13.1). The other two,
Meissner and Pacinian corpuscles, are rapidly adapting
and signal only the start and stop of stimuli. It seems
likely that Meissner corpuscles would be particularly
well suited to signal the direction and speed of a moving
stimulus. It should be noted that low-threshold mecha-
noreceptors in the skin also contribute to joint sense (see
later), and control of posture and movements (see
Chapter 18, under “Receptors of Importance for Upright
Posture,” and Chapter 21, under “Cutaneous Receptors
and the Precision Grip”).

Microneurographic Studies of Human Skin Receptors

Studies with techniques that enable recording from and
stimulation of peripheral nerves in conscious human
beings have provided important information with regard
to the functional properties of receptors (Fig. 13.3). The
Swedish neurophysiologists Hagbarth and Vallbo pio-
neered this technique around 1970. With the use of
very thin needle electrodes, one records the activity of
single sensory axons within a nerve, such as the median
nerve at the forearm. Thus, it is possible to determine
the receptive field of this particular sensory unit, along
with its adequate stimulus. In glabrous skin of the fingers
and palms, four types of low-threshold mechano-
receptors have been so characterized. Most likely, they
correspond to the four encapsulated types described
earlier (Table 13.1). Thus, there are two types of rapidly
adapting sensory units: one with a small receptive field
(most likely the Meissner corpuscle), and the other with
a large and indistinct receptive field (Pacinian corpuscle).
The two other types of sensory units are slowly adapt-
ing; again, one has a small receptive field (Merkel disk)
and the other a large but direction-specific receptive
field (most likely the Ruffini corpuscle).

Stimulation of the axons of the sensory units that have
just been recorded enables correlations to be made between
the conscious sensory experiences evoked by stimulation
of only one sensory unit. Stimulation of single sensory

units that most likely end in Meissner corpuscles pro-
duces a feeling of light touch, like a tap on the skin with
the point of a pencil. As a rule, the person localizes the
feeling to exactly the point on the skin previously found
to be the receptive field of the sensory unit. Activating a
sensory unit that presumably leads off from Merkel disks
evokes a sensation of light, steady pressure (as long as
the stimulus lasts). Stimulating axons that appear to
end in Pacinian corpuscles gives a feeling of vibration.

Receptive Fields of Cutaneous Sensory Units

It has been known for a long time that cutaneous sensa-
tion is punctate; that is, there are distinct tiny spots on
the skin that are sensitive to different sensory modalities.
We therefore use the terms “cold,” “warm,” “touch,” and
“pain” spots. Cold spots are most easily demonstrated.
Between the spots sensitive to cooling of the skin, there
are others where contact with a cold object is felt only
as pressure. This is so because each sensory unit distrib-
utes all its peripheral ramifications within a limited area
of the skin. Thus, the sensory unit can be activated only
from this part of the skin, which constitutes its receptive
field (Fig. 13.3; see Fig. 12.1). Certain parts of the skin
lack ramifications belonging to “cold” sensory units;
consequently, sensations of cold cannot be evoked from
such areas. Correspondingly, many small spots on prox-
imal parts of the body—for example, on the abdomen
and the upper arm—Iack nociceptors; therefore, inser-
tion of a sharp needle at such places is felt only as touch.
The receptive fields of nociceptive sensory units are so
closely spaced, however, that one has to make a thorough
search to find painless spots.

The size of the receptive field depends on the area of
the skin receiving axonal branches from the sensory
neuron. In general, the density of sensory units—that is,
the number of units innervating; for example, 1 cm” of
the skin—is highest in distal parts of the body (fingers,
toes, and lips), and the receptive fields are smaller dis-
tally than proximally (Fig. 13.3). This explains why the
stimulus threshold is lower and the ability to localize a
stimulus is more precise in the palm of the hand than at,
for example, the upper arm.

Discriminative Sensation

The punctate arrangement of the cutaneous sensation is
important for our ability to localize stimuli. Being able
to determine that two pointed objects (such as the legs
of a compass) touch the skin rather than one must mean
that separate units innervate the two spots. Not surpris-
ingly, the distance between two points on the skin that,
when touched, can be identified as two is shortest where
the density of sensory units is highest, and the receptive
fields are smallest—that is, on the fingertips (Fig. 13.3A
and B). Determining this distance gives a measure of what
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we call two-point discrimination and is often used clin-
ically. The smallest distance at which two stimuli can
be discriminated is the two-point threshold (Fig. 13.3C).
A useful test for this kind of discriminative sensation is
the writing of letters or figures on the skin (with the
subject’s eyes closed). The figures that can be interpreted
are quite small on the fingertips, somewhat larger on the
palms, much larger on the upper arm, and even larger on
the trunk. As one might expect, the pathways conduct-
ing the sensory signals from the spots on the skin are
arranged topographically so that signals from different
parts of the skin are kept separate at all levels up to the
cerebral cortex.

Lateral Inhibition: Inhibitory Interneurons Improve the
Discriminative Sensation

The two-point threshold (Fig. 13.3C) does not depend
solely on the size and density of the cutaneous receptive
fields. Inhibitory interneurons in the cord (and at higher
levels) restrict the signal traffic from the periphery of a
stimulated spot, thereby improving the discriminative
ability compared with what might be expected from the
anatomic arrangement of receptive fields (Fig. 13.4).
The cutaneous sensory units (neurons) send off collat-
erals in the CNS that activate inhibitory interneurons
that, in turn, inhibit sensory neurons in the vicinity.
This phenomenon is called lateral inhibition, and occurs
at all levels of the sensory pathways and in all sensory
systems. Figure 13.4 shows an example with a pencil
pressed lightly onto the skin. The sensory units with
receptive fields in the center of the stimulated spot
receive the most intense stimulation. Therefore, they
excite the inhibitory interneurons strongly, with conse-
quent strong inhibition of sensory units leading from
the periphery of the spot. Sensory units with receptive
fields in the periphery are less strongly stimulated but
receive strong inhibition. Thus, they cannot inhibit the
transmission of signals from the center of the spot.
Together, the impulse traffic from the periphery of the

Two-point threshold

FIGURE 13.3 Receptive fields. A: Size and location of
the receptive fields of 15 sensory units, determined by
recording from the median nerve. All of these sensory
units were rapidly adapting and were most likely con-
ducting from Meissner corpuscles. Within each recep-
tive field there are many Meissner corpuscles, all
supplied by the same axon. B: Relative density of sen-
sory units conducting from Meissner corpuscles (i.e.,
number of sensory units supplying 1 cm®). The density
increases distally and is highest at the volar aspect of
the fingertips. C: Two-point discrimination. The num-
bers give the shortest distance between two points
touching the skin that can be identified by the experi-
mental subject as two (reducing the distance further
makes the person experience only one point touching
the skin). Average of 10 subjects. (Based on microneu-
rographic studies by Vallbo and Johansson 1978.)
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stimulated area is reduced, and we perceive the stimu-
lated area as smaller as and more sharply delimited
than it really is. In this way, the CNS receives distorted
sensory information.

Real stimulus

T o

Peripheral sensory
neurons (units)

Central sensory
neurons (in the
cord)

Inhibitory
interneurons

Perceived stimulus

FIGURE 13.4 Lateral inhibition. Simplified presentation of how inhib-
itory interneurons in the CNS can improve the precision of the
sensory information reaching consciousness.
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PROPRIOCEPTORS: DEEP SENSATION

As mentioned, the term “proprioceptive” is used for
sensations pertaining to the musculoskeletal system—
the muscles, tendons, joint capsules, and ligaments.
There are many similarities between proprioceptors and
cutaneous receptors. For example, numerous free recep-
tors (belonging to thin myelinated and unmyelinated
axons) occur in the muscles, the muscle fascia, and the
dense connective tissue of joint capsules and ligaments.
Many of these are nociceptors as in the skin.

Here we are dealing primarily with specialized sense
organs in muscles and around joints, which are of cru-
cial importance for control of posture and goal-directed
movements. These are low-threshold mechanorecep-
tors, and the signals from them are conducted centrally
in thick, myelinated axons. The adequate stimulus of
these receptors is stretching of the tissue in which they
lie. Whether the receptors are located in a muscle or in
a joint capsule, joint movement is the natural stimulus
that leads to their activation.

We first discuss specialized sense organs in muscles—
muscle spindles and tendon organs—and then discuss
receptors in joint capsules and ligaments. In Chapters 18
and 21, we treat the role of proprioceptors in control of
movements.

Classification of Muscle Sensory Fibers

Muscle afferents, that is, sensory fibers leading from mus-
cles, are classified according to size into groups I to IV
(size or thickness is closely related to conduction velocity).
Group I muscle afferents contain fast conducting, thick
myelinated fibers, while group II contain medium-
sized myelinated fibers, and group III comprises the
thinnest myelinated fibers. Group IV contains the slowly
conducting unmyelinated fibers. Group I is further
divided into Ia and Ib fibers, with Ib fibers conducting
slightly more slowly than Ia fibers. Signals from low-
threshold mechanoreceptors in muscles—that is, from
muscle spindles—are conducted in group I and II fibers,
while the tendon organs are supplied with Ib fibers.
Unfortunately, other terms are used for classification of
cutaneous sensory fibers and efferent (motor) fibers.
Broadly, group T and II fibers correspond with regard to
conduction velocity to Ao, and AP fibers, while group
IIT and IV correspond to Ad and C fibers, respectively
(see later in this chapter under “Classification of Dorsal
Root Fibers in Accordance with Their Thickness”).

Nociceptors in Muscle and Tendon

As mentioned, muscles are supplied with numerous free
nerve endings of thin myelinated and unmyelinated axons
(i.e., the most slowly conducting fibers). Microscopic
examination of muscle nerves in experimental animals

shows that almost 40% of all the axons are either thin
myelinated or unmyelinated sensory fibers, terminating in
free endings (Fig. 13.5). Many—probably the majority—
of the unmyelinated and thin myelinated axons lead
from nociceptors in the muscle. This has been shown by
recording the activity of single sensory units that innervate
a muscle while systematically exploring their adequate
stimuli. Such units were excited by both strong mechani-
cal stimuli and substances liberated in inflamed tissue
(such as bradykinin, known to provoke pain in humans).
Inflammation also sensitizes the nociceptive sensory units;
making them respond to normal movements (this may
partly explain the muscle soreness after heavy exercise).
Like cutaneous nociceptors, those in muscle are also
sensitized by prolonged stimulation, and some sensory
units are activated by ischemia. For example, muscle
ischemia caused by a thrombotic artery, produces pain in
humans.*

Microneurographic studies have identified sensory
units in human muscle nerves that have nociceptor-like
properties similar to those described in the preceding
text in experimental animals. Thus, human units are
slowly adapting, have a high threshold for mechanical
stimuli, and can be activated by inflammatory sub-
stances. Electrical stimulation of small nerve fascicles in
human muscle nerves produces pain as the only sensory
experience. The pain is felt to be deep (not in the skin)
and has a cramp-like quality. The subject loc